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1. Introduction 

1.1 Background 

Offshore oil and gas in southern California necessitate a significant quantity of petroleum 

production. Oil spills and the resulting effects on human and marine environments continue to be 

a major environmental concern with offshore oil and gas activities. The largest oil spill in the 

Pacific Outer Continental Shelf (OCS) region occurred in 1969 off the coast of Santa Barbara, 

when a loss of well control occurred on Platform A, which spilled an estimated 80,000 barrels 

(bbls) into the Channel. The second largest oil spill in the Pacific OCS was the 164 bbl Platform 

Irene pipeline spill in September 1997. With the development of oil and gas resources, oil spill 

risk analysis is essential for oil spill planning. The BOEM Pacific OCS Region currently uses 

two oil spill models to conduct oil spill risk analysis over southern California: the BOEM Oil 

Spill Risk Analysis (OSRA) and the General National Oceanic and Atmospheric Administration 

(NOAA) Operational Modeling Environment (GNOME). The hindcast input to the models needs 

to be updated and expanded to provide more accurate information to conduct offshore oil and gas 

risk analyses over a wider geographic area. The Integrated Ocean Observing Systems (IOOS), 

along the West Coast of the U.S., maintain real-time observational data of wind, waves, and 

currents offshore coastal California. Reanalysis or hindcast of these observational data enables 

analysts and decision makers to understand the seasonal and annual variation of wind, waves, 

and currents. Broadening the geographic range of available data and acquiring, compiling, and 

converting real-time data through numerical modeling into a format to run oil spill models will 

improve BOEM Pacific OCS Regionôs ability to conduct oil spill risk analysis for southern 

California. 

The extended Southern California Bight (ESCB) is influenced by the large-scale California 

Current offshore, tropical remote forcing through the coastal wave guide alongshore, and local 

atmospheric forcing. The region is characterized by local complexity in the topography and 

coastline. All these factors engender variability in the circulation on interannual, seasonal, and 

intraseasonal time scales. At the sea surface, the broad and slow equatorward California Current 

carries fresh and cold northern Pacific water toward the Southern California Bight (SCB), 

turning eastward into the Bight near its southern end. The California Current is accompanied by 

a poleward Southern California Countercurrent (SCC) near the coast with warmer and saltier 

water advected from the tropics (Hickey et al., 1979). Beneath the surface (at depths of 100ï300 

m), the coastal flow is dominated by a poleward California Undercurrent (CU, Hill et al., 1998). 

Each of the above three components exhibits its own seasonality. In the SCC, poleward flow is 

found along the coast during all seasons except spring, when the wind near the coast increases 

and the wind-driven surface current flows equatorward. Both observation data (Strub and James, 

2000) and model results (Di Lorenzo, 2003; Marchesiello et al., 2003; Dong et al., 2009, 

hereafter D09) confirm this phenomenon. 

D09 published a 1996ï2003 high-resolution oceanic current hindcast product covering the whole 

SCB, in which sea surface wind variation was also presented. Later the product was further 

extended to 2007, totaling 12 years of high-resolution hindcast product. The decade-long product 
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is generated using the Regional Ocean Modeling System (ROMS) with a 1 km horizontal 

resolution and 40 vertical levels. 

The model was forced by MM5 (Pennsylvania State University/National Center for Atmospheric 

Research [NCAR] 5th Generation Mesoscale Model) meteorological fluxes at the sea surface and 

Simple Oceanic Data Assimilation (SODA) fluxes along the open lateral boundaries. The model 

product has been intensively validated against all historical observation data, including surface 

drifter data, acoustic Doppler current profiler (ADCP) velocity vertical profiles, buoy data, the 

California Cooperative Oceanic Fisheries Investigations (CalCOFI) ship data, High-frequency 

(HF) radar surface currents, and satellite remote sensing data [sea surface height (SSH) and sea 

surface temperature (SST)] (Dong et al., 2009; Ohlmann and Mitarai, 2010; Dong et al., 2011). 

The validation is conducted at different time scales: interannual, seasonal, and intraseasonal 

scales. The MM5 wind product was also validated against Quick Scatterometer (QuikSCAT) 

wind, near-shore weather stations, and buoy winds. The product has been extensively applied to 

studies such as coastal upwelling, oceanic mesoscale and submesoscale eddy dynamics, larval 

dispersion, drifter Lagrangian trajectory variation. 

The purpose of this study is to extend and update the modeling effort in the SCB to a wider 

geographic region with inclusion of the model developments and modern observational data. The 

model is further extended to north of Point Conception including Morro Bay. As noted above, 

the existing high-resolution product was generated for the period of 1996ï2007 by the Principal 

Investigator (PI) and his colleagues at University of California, Los Angeles. The group with 

which the PI is working keeps improving the accuracy and efficiency of the numerical models. 

The meteorological model MM5 used has been upgraded to the Weather Research and 

Forecasting (WRF) model since 2000. More observational data has become available since then. 

Therefore, with the advance in numerical technology and more observational data, more accurate 

numerical hindcast products from the existing product can be generated, which will improve the 

BOEM Pacific OCS Region's ability to conduct oil spill risk analysis in southern California. 

1.2 Study objectives 

The overall objective of this study is to improve the understanding of multiscale (interannual, 

seasonal, and intra-seasonal scales) variations of physical processes (wind, current, and wave) in 

an extended southern California coast. 

 

Specific objectives are as follows: 

 

(1) Extend the existing 12-year (1996ï2007) hindcast product in the SCB to a broader 

geographic region including Morro Bay and north of Point Conception, and to modern 10 

years (2004ï2013). 

(2) Include new developments in numerical models: WRF, ROMS, and Simulating WAves 

Nearshore (SWAN). 

(3) Deliver a 10-year high-resolution hindcast product for OSRA and GNOME to conduct oil 

spill analysis, including hourly sea surface wind and sea surface currents. 
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(4) Deliver a 10-year high-resolution hindcast product for 3D particle transport model to conduct 

other relevant BOEM supported projects. 

(5) Deliver a 10-year product to BOEM as archives.  

(6) Publish the results of the study as a BOEM OCS Study Report and in peer-reviewed 

scientific journals. 

1.3 Overview of study 

Chapter 2 introduces the three new hindcasts of WRF, ROMS, and SWAN. 

Chapter 3 summarizes the data management. 

Chapter 4 presents the validation of the WRF simulated surface winds and precipitation against 

observations. 

Chapter 5 shows the validation of the ROMS simulated tides, SSH, water temperature, salinity, 

and currents against observations. 

Chapter 6 gives the validation of the SWAN simulated wave data against observations. 

Chapter 7 provides a summary of the study.  
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2. Model Hindcasts 

2.1 The WRF hindcast 

The WRF Model is a next-generation mesoscale numerical weather prediction system designed 

for both atmospheric research and operational forecasting needs. It features two dynamical cores, 

a data assimilation system, and a software architecture facilitating parallel computation and 

system extensibility. The model serves a wide range of meteorological applications across scales 

from tens of meters to thousands of kilometers. The effort to develop WRF began in late 1990s 

and was a collaborative partnership principally among NCAR, NOAA (represented by the 

National Centers for Environmental Prediction [NCEP] and the (then) Forecast Systems 

Laboratory [FSL]), the U.S. Air Force Weather Agency (AFWA), the Naval Research 

Laboratory, the University of Oklahoma, and the Federal Aviation Administration (FAA). 

WRF can generate atmospheric simulations using real data (observations, analyses) or idealized 

conditions. WRF is currently in operational use at NCEP, AFWA, and other centers. The WRF 

system contains two dynamical solvers, referred to as the ARW (Advanced Research WRF) core 

and the NMM (Nonhydrostatic Mesoscale Model) core.  

Figure 1 shows the flowchart for the WRF Modeling System Version 3. As shown in the diagram, 

the WRF Modeling System consists of four major programs: the WRF Preprocessing System 

(WPS), WRF-DA, ARW solver, and post-processing and visualization tools.  

The WPS program is used primarily for real-data simulations. Its functions include 1) defining 

simulation domains; 2) interpolating terrestrial data (such as terrain, land use, and soil types) to 

the simulation domain; and 3) degribbing and interpolating meteorological data from another 

model to the simulation domain. The WRF-DA program is optional, but can be used to ingest 

observations into the interpolated analyses created by WPS. It can also be used to update WRF 

model's initial conditions when the WRF model is run in cycling mode. The ARW solver is the 

key component of the modeling system, which is composed of several initialization programs for 

idealized, and real-data simulations, and the numerical integration program. 
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Figure 1. A flowchart describing the different components of the WRF Modeling System Version 3. 

The WRF model version 3.5 (Skamarock et al., 2008) is implemented in a configuration with 

two nested grids. The largest domain is the North American West Coast with a horizontal 

resolution of 18 km; the inner domain covers the U.S. West Coast area with a horizontal 

resolution of 6 km (Figure 2). The coarser grid reproduces the large-scale synoptic features that 

force the local dynamics in the second grid. The coarser grid simulation was first run 

independently. It was initialized with the Climate Forecast System Reanalysis (CFSR) reanalysis 

for 30 December 1994 and integrated for 20 years with time-dependent boundary conditions 

interpolated from the same 6-hourly reanalysis. 40 vertical levels are used (0.0016, 0.0044, 

0.0065, 0.0085, 0.0109, 0.0142, 0.0183, 0.0224, 0.0265, 0.0306, 0.0347, 0.0389, 0.0431, 0.0473, 

0.0527, 0.0595, 0.0663, 0.0740, 0.0852, 0.1010, 0.1234, 0.1511, 0.1948, 0.2508, 0.3052, 0.3630, 

0.4244, 0.4898, 0.5601, 0.6361, 0.7191, 0.8101, 0.9110, 1.0244, 1.1548, 1.3117, 1.4905, 1.6888, 

1.9238, units: 104 m). SST forcing is derived from the Operational Sea Surface Temperature and 

Sea Ice Analysis (OSTIA) 1-Day product (Donlon et al., 2009). The nested domain was 

initialized from the CFSR reanalysis on 30 December 1994 and integrated in one-way nesting 

mode for 20 years.  

A full set of parameterization schemes is included in WRF. The model configuration is setup 

with the following parameterizations that have proved in previous experiments to be the most 

accurate for U.S. West Coast: the WRF Single-Moment 6-class scheme microphysics (Hong and 

Lim, 2006); the Kain-Fritch cumulus parameterization (Kain and Fritsch, 1990); the rapid 

radiative transfer model (RRTM) for longwave radiation, based on the work by Mlawer et al. 

(1997); the Dudhia scheme (Dudhia, 1989) for shortwave radiation; the Noah land surface model 
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(Skamarock et al., 2008); and the planetary boundary layer (PBL) scheme used is the Mellor-

Yamada-Nakanishi-Niino version 2.5 (MYNN2.5) (Nakanishi and Niino, 2006). An atmospheric 

surface layer parameterization, adapted from the so-called Common Ocean Reference 

Experiment (CORE) bulk formulation (Large, 2006), has been implemented by our WRF team to 

predict air-sea fluxes over water. 

 

  

Figure 2. WRF model domain.  

The black and red boxes represent the 18 km and 6 km resolution domains, respectively. 
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2.2 The ROMS hindcast 

2.2.1 ROMS 

The oceanic simulations are performed with the ROMS (Shchepetkin and McWilliams, 2005). 

The ROMS version used in this study is ROMS_AGRIF (ROMS-Adaptive Grid Refinement In 

Fortran), which is maintained by Institut de Recherche pour le Développement (IRD; Research 

Institute for Development) and Institut National de Recherche en informatique et en Automatique 

(INRIA; French National Institute for Computer Science and Applied Mathematics). ROMS is a 

new generation ocean circulation model that has been specially designed for accurate simulations 

of regional oceanic systems. The model solves the primitive equations in an Earth-centered 

rotating environment, based on the Boussinesq approximation and hydrostatic vertical 

momentum balance. It is discretized in coastline- and terrain-following curvilinear coordinates 

using high-order numerical methods. ROMS is a split-explicit, free-surface oceanic model, in 

which short time steps are used to advance the surface elevation and barotropic momentum 

equations, with a larger time step used for temperature, salinity, and baroclinic momentum. A 

third-order, upstream-biased advection operator allows the generation of steep gradients in the 

solution, enhancing the effective resolution of the solution for a given grid size when the explicit 

viscosity is small. 

In this study, the ROMS model has two domains ( ! ⌠ Ȃ). The outer domain 

(domain 1) extends from 142.1Á W to 114.4Á W and from 23.9Á N to 50.0Á N with a horizontal 

resolution of 4 km and has 42 vertical levels. The inner domain (domain 2) covers the central and 

southern part of California (Figure) with a horizontal spatial resolution of 1 km. The model has 

42 vertical levels. The vertical s-coordinate parameter settings are 

m. These values give a higher resolution in the upper layer of 

the ocean. Vertical mixing is parameterized using the K-Profile Parameterization (KPP) 

boundary layer formulation (Large et al. 1994), and the dominant lateral mixing is due to the 

upstream-biased advection operator.  
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Figure 3. Two nested ROMS model grids.  

The blue  and red boxes represent the 4 km and 1 km resolution domains, respectively . An 
enlarged inner model domain with 1 km  horizontal grid resolution can be seen in Figure . 
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Figure 4. ROMS model domain and bathymetry.  

The color shadings show the bathymetry (units: m). Pink  lines are the CalCOFI cruise lines with  
dots showing  stations and line numbers marked on the western ends. White squares denote the 
National Buo y Data Center (NDBC)  buoy stations. Red squares  represent  six tidal gauges, 
including the station ID .  

 

2.2.2 Surface boundary conditions 

This model configuration was forced by 10 years (2004ï2013) of WRF products with 6 km 

horizontal resolution. WRF provides ROMS with the following atmospheric fields every 1 hour: 

2 m air temperature, specific humidity, surface wind vector, net shortwave and downwelling 

longwave fluxes, and precipitation, depicted in Figure. A bulk Formulation (CORE, Large et al., 

2006) has been implemented and is used to compute the turbulent heat and momentum fluxes. 

2.2.3 Lateral boundary conditions 

Mixed boundary conditions are used along the open boundaries. The Orlanski radiation condition 

(Orlanski, 1976). is applied in the tangential direction, and the Flather condition (Flather, 1976) 

with adaptive restoration of material properties is imposed under inflow conditions. The 

restoring data of domain 1 for the lateral open-boundary conditions are from the daily HYCOM 

(HYbrid Coordinate Ocean Model) global oceanic reanalysis product with a horizontal resolution 

of 1/12 degrees and 40 vertical levels. It includes temperature, salinity, currents, and SSH. The 

solid boundary around the islands and the mainland has no-normal and no-slip conditions 

implemented through a landmask algorithm. The lateral boundary conditions of domain 2 (this 
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study) lateral are supplies from domain 1. 

 

Table 1. Comparison between D09 and this study  

Type D09 This study 

Version ROMS_AGRIF ROMS_AGRIF v3.1.1 

Surface boundary 
conditions 

MM5 WRF 

Lateral boundary 

conditions 

Nested grids: 
Domain1: SODA 
Domain2: one-way nested with 
Domain1 
Domain3: one-way nested with 
Domain2  

Nested grids: 
Domain1: HYCOM 
Domain2: one-way nested with 

Domain1 

Vertical Mixing 
parameterization 

KPP scheme KPP scheme 

Grid Settings 

Nested grids: 
Domain1: 20 km 
Domain2: 6.7 km 
Domain3: 1.0 km  

Nested grids: 
Domain1: 4 km 
Domain2: 1 km 

Vertical s-coordinate 
parameters   

Bathymetry ETOPO2 ETOPO1 

Data assimilation - EnOI 

Tidal model - TPX07 
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2.3 The SWAN hindcast 

The SWAN model is a third-generation wave model based on the action density balance equation. 

The SWAN model solves the evolution of the action density equation: 
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current with a given velocity and ),,;,( tyxS qs  is the source term which represents effects of 
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These terms denote, respectively, the deep-water source terms for generation due to wind input, 

dissipations due to whitecapping, non-linear quadruplet wave-wave interactions, and the shallow 

water source terms for dissipations due to depth-induced wave breaking, bottom friction, and 

triad wave-wave interactions. Details of these processes can be found in the SWAN manual. 

This study uses SWAN version 41.01 with the recommended default setting: for whitecapping 

the expression by Janssen et al. (1989, 1991) is applied. Quadruplet interactions are used. The 

Joint North Sea Wave Project (JONSWAP) bottom friction formulation is used with Cfjon= 0.038 

m2s-3 according to Zijlema et al. (2012). Depth-limited wave breaking is modelled according to 

the bore-model of Battjes and Janssen (1978) using alfa = 1 and gamma = 0.73.  

The spatial resolution for the wave model is 0.02° (1/50°) for the computational grid for both 

longitude and latitude. The wave spectrum is discretized in 24 directions with a constant spacing 

of 15° and 24 geometrically spaced frequency bands over the frequency interval 0.0418ï1 Hz. 

The simulation domain for the computational grid is bounded by longitude 115°ï126° W and 

latitude 28°ï38° N with a fine grid resolution of 0.02° for both directions. Details about 

geographical limits and parameters of the grid settings can be found in Table 2. Figure shows the 

model domain and the buoy stations. 
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Figure 5. SWAN model domain and bathymetry (units: m).  

Red dots represent  14 buoy  stations .  

 

Table 2. Grid settings of SWAN model 

Parameter Computational grid 

Latitudes 

Longitudes 

Spatial resolution 

Number of points in X-direction 

Number of points in Y-direction 

38°ï48°N  

115°ï126°W  

0.02°×0.02°  

550 

500 
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The bathymetry data used in wind-wave modeling were obtained from the ETOPO1 dataset of 

the National Geophysical Data Center by NOAA. ETOPO1 is a 1 arc-minute global relief model 

of Earthôs surface that integrates land topography and ocean bathymetry. It was built from 

numerous global and regional datasets. The spatial resolution of the bathymetry data is 

0.0167°×0.0167°.  

As illustrated in Figure, the wind fields generated by the WRF model are used for calculating 

wave field in the SWAN model. As the SCB belongs to open sea, the European Centre for 

Medium-Range Weather Forecasts (ECMWF) data is used as the wave boundary condition. The 

ECMWF data is a comprehensive numerical modeling system with the data assimilation of 

observational data. It provides a variety of products, including the ERA-Interim datasets, which 

are used in the SWAN model. It is produced with different versions of the Integrated Forecasting 

System (IFS), including atmospheric model and data assimilation system developed by the 

ECMWF (Aarnes et al., 2015). The ERA-Interim is based on a 2006 release of the IFS (Cy31r2). 

The detailed description of IFS can be found in the homepage of the ECMWF. 

The SWAN model was applied in non-stationary mode because the area of interest is too large to 

allow stationary computations as the time scale of wave propagation through the area of interest 

is larger than the time scale of changes in wind forcing. We have applied the SWAN model with 

a time step of 5 minutes and 4 iterations per time step were found to be sufficient. 

2.4 Data assimilation 

A state-of-the-art data assimilation is applied to assimilate the observational data into the oceanic 

current product by the ROMS. The ROMS has developed several data assimilation methods, 

such as 3D-Var, 4D-Var, Ensemble Kalman Filter (EnKF), Ensemble Optimum Interpolation 

(EnOI), and Nudging. Since the project aims to produce 10-year high-resolution hindcast product, 

both computation efficiency for the simulation and product accuracy need to be considered. For 

this purpose, the EnOI is chosen for this project (Figure). The analysis step of EnOI is similar to 

that of a traditional EnKF but much less expensive (Oke et al., 2005, Counillon and Bertino, 

2009). It has been widely used in the Australian Bluelink system (Oke et al. 2010) and also in 

engineering projects by the PI. It has been approved as an efficient and reliable data assimilation 

approach. The observational data assimilated into the ROMS include satellite remote sensing 

data (SSH and SST) and in situ data (CalCOFI ship-borne data) (Table 3). Model Validation and 

Analysis Model results (buoy, sea surface salinity (SSS), tidal gauges, HF radar, etc.) have been 

assessed against the observational data. D09 has conducted an extensive evaluation and analysis 

of the 1996ï2007 SCB product as noted above based on multiple scales of the variation.  
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Table 3. Datasets for assimilation 

Type Variables Description Source Time Location 

SSH 
Sea level 
anomaly 

TOPEX/Poseidon, 
Jason -1/2 

JPL, NASA 2004ï2013 SCB 

SST 
Sea surface 
Temperature 

AVHRR NOAA 2004ï2013 SCB 

Cruise 
Temperature 
and salinity 

Cruise 
observations 

CalCOFI 2004ï2013 SCB 

 

WRF

ROMS SWAN

Forcing

Wind, heat flux, air 
temperature, precipitaion

Wind

Initial condition

boundaryboundaryLarge domain 
ROMS

Forcing

Tide model
(TPX07)

10 constituents:
M2,S2,N2,K2,K1,
O1,P1,Q1,Mf,Mm

EnOI

Initial condition

A
ss

im
ila

ti
o

n

SSHA,SST, and in-situ data

Wavewatch 
III

boundary boundary

Large domain 
WRF

boundary

Initial condition

boundary

Initial condition

 

Figure 6. Schematic diagram of the model configurations. 
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3. Data Management 

Data management involves two types of data: 

 

(1) Observational data 

The project collects all the observational data within the model domain, including NDBC buoy 

data, tidal gauge data, satellite remote sensing data (SST, SSH, wind, etc.), CalCOFI cruise data. 

The collected observational data have been saved in standard MATLAB® format and saved at the 

Department of Atmospheric and Oceanic Sciences, UCLA. 

(2) Numerical output 

The numerical output from WRF, ROMS, and SWAN has been saved in a standard Network 

Common Data Form (NetCDF) format at the Department of Atmospheric and Oceanic Sciences, 

UCLA. Numerical output summarized in Table 4 has been copied to individual disks and 

delivered to agencies. No sensitive or personal information is kept in the project data files.  

Table 4. List of model output variables 

Model Variables Time span Dimension 
Temporal 
frequency 

Horizontal 
resolution 

Vertical 
levels 

WRF 
Horizontal 
wind velocity 

2004ï2013 (x, y) hourly 6 km Sea surface 

ROMS 

Horizontal 
current 
velocity 

2004ï2013 (x, y, z) hourly 1 km 42 

Vertical 
current 
velocity 

2004ï2013 (x, y, z) hourly 1 km 42 

temperature 2004ï2013 (x, y, z) hourly 1 km 42 

salinity 2004ï2013 (x, y, z) hourly 1 km 42 

Sea surface 
height 

2004ï2013 (x, y) hourly 1 km Sea surface 

Vertical 
viscosity 

2004ï2013 (x, y, z) hourly 1 km 42 

Vertical 
averaged 
currents 

2004ï2013 (x, y) hourly 1 km 
Vertical-
averaged 

Surface 
mixed layer 
thickness 

2004ς2013 (x, y) hourly 1 km Sea surface 
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Model Variables Time span Dimension 
Temporal 
frequency 

Horizontal 
resolution 

Vertical 
levels 

SWAN 

Significant 
wave height, 
Swell wave 
height, Mean 
wave 
direction, 
Peak wave 
direction, 
Direction of 
energy 
transport, 
Peak period, 
Average 
absolute 
wave period, 
Mean 
absolute 
wave period, 
Mean 
absolute 
zero-crossing 
period, Wind 
velocity 

2004ï2013 (x, y) hourly 1 km Sea surface 
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4. Validation of the WRF Simulation 

4.1 Observational data 

The hourly wind data from the NDBC and the Cross-Calibrated Multi-Platform (CCMP; Atlas et 

al. 1996) 10-m winds over the California shelf for the period of 2004ï2013 are used to validate 

the U.S. West Coast wind from the WRF simulation. The buoys used in this study are 

summarized in Table 5. Note that the anemometer height correction has not been applied on the 

data used.  

Table 5. Buoy stations for WRF model output validation 

No. Latitude (° N) Longitude (° W) 

46011 34.96 121.01 

46012 37.36 122.88 

46013 38.24 123.30 

46014 39.23 123.97 

46022 40.74 124.57 

46026 37.75 122.84 

46027 41.85 124.38 

46028 35.71 121.86 

The CCMP gridded surface vector winds are produced using satellite, moored buoy, and model 

wind data, and as such, are considered to be a Level-3 ocean vector wind analysis product. A 

new version of CCMP vector wind analysis fields, Version-2 (V2.0) CCMP L3, is now available 

from Remote Sensing Systems (RSS) as daily NetCDF4 files containing six-hourly wind field 

maps. The V2 CCMP processing combines Version-7 RSS radiometer wind speeds, QuikSCAT 

and Advanced Scatterometer (ASCAT) wind vectors, moored buoy wind data, and ERA-Interim 

model wind fields using a Variational Analysis Method (VAM) to produce four maps daily of 

0.25°× 0.25° gridded vector winds. 

This study also uses the pentad Global Precipitation Climatology Project (GPCP) precipitation 

data (Adler et al., 2003) on a 2.5°×2.5° grid from 1979 to 2010 to obtain the observed 

climatological mean precipitation. 
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4.2. Validation of 10-m winds 

4.2.1 Comparison between the CCMP observations and WRF simulation 

Figure displays the seasonal mean CCMP winds averaged from 2004 to 2013. Season definition 

throughout the document is: winter (December, January, and February), spring (March, April, 

and May), summer (June, July, and August), and fall (September, October, and November). In 

winter (Figurea), strong southwesterlies occur in the northern part of the region, and 

northwesterlies appear along the U.S. southwest coast. In the subtropical region, easterly wind 

prevails. In spring (Figureb), westerlies are located in the northern region with smaller 

magnitude compared to winter. Meanwhile, northwesterlies off the California coast intensify 

significantly. In summer (Figurec), northerlies dominate along the U.S. West Coast with the 

maximum off the California coast. Wind pattern in fall (Figured) resembles that of winter season, 

but with smaller wind speed. 

 

Figure 7. Seasonal mean CCMP 10-m winds (vectors; units: m s-1) and wind speed (color 
shadings; units: m s-1) in (a) winter, (b) spring, (c) summer, and (d) fall. 




































































































































