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EXECUTIVE SUMMARY

This report is a collaborative and multidisciplinary effort to determine the best
corﬁbination of algorithms and models representing surf-zone currents and sediment
transport, oil weatherihg. and oil/shoreline interactions for use in a unified, interactive

coastal oil-spill (SMEAR) model. The purpose of the SMEAR model is to produce

stochastic predictions of oil-spill composition, amount, and spatial distribution across
and along a beach as a function of time. This report is divided into six sections.
three of which include the evaluations of priméry model components--surf-zone current
and sediment!-transport models (Section 2). oil partitioning models (Section 3). and
oil/shoreline 'énteractions (Section 4). Section 1 is a brief introduction outlining the
contracted scibpe of work. Section 5 evaluates the most appropriate combination of
-oil-—partitionin[g and surf-zone current/sediment-transport models. Section 6 preéents
the SMEAR r‘nodel development plan which leads into Phase Il of this two-part study.

.Transport of oil in the surf zone is primarily dependent on surf-zone currents:
however, as ?“ interacts with sediments, sediment transbort, also increases in impor-
tance as an éil-transporting mechanism. Current velocity is influenced by six principal
force co'mlpomjants: (1) wave force resulting from radiation stress, (2) tidal force, (3)
friction force on the bottom, (4) lateral turbulent mixing force. (5) wind force, and (6)
coriolis force.

Section| 2 describes and develops a set of algorithms that represent each of

these forces and discusses two principal model formulations that can be used to deter-

mine surf—zom} currents. The first is a very complex set of algorithms, many of which
have not beerii satisfactorily resolved, representing currents as a two-dimensional, verti-
cally averégeé_ flow driven by wind, tide and waves (Section 2, Equations 2.1 and
2.2). The second method is a_simple. one-dimensional model representing an engineer-
ing approxime‘ltion but with a wind-stress factor added (Section 2, Equation 2.33).
Similarly, theL’e are two major classes of sediment-transport models--the best being
represented by a simple, empirically based formulation derived by Komar (1976) and a
complex formlix‘la by Bijker (1972). AIthouéh all these models are based on application
to sandy sho}lelines. with modification they a_relthe best available for other environ-
ments. Based on the evaluation process described in Section 2, it is recommended
that two model groupings be evaluated for incorporation into SMEAR: the simple, one-

dimensional current model with Komar (1976): and the complex, two-dimensional
current model |with Bijker (1972).




Section 3 reviews oil-partitioning or oil-weathering models. Algorithms, where
available, are discussed for (1) spreading. (2) evaporation. (3) dissolution, (4) disper-
sion, (5) emulsification, (6) adsorption/desorption, (7) photooxidation. and (8) biodegra-
dation. Five currently available models incorporate the primary weathering components
(items 1,24, and 5). These are SAl (Science Applications, Inc.), USC/API (University
of Southern California/American Petroleum Institute), VKI '(Danish Water Quality Insti-
tute), ASA (Applied Science Associates, Inc.), and UOT (University of Toronto) (Sec-
tion 3, Table 3.4). The performance of each model component was evaluated
according to adaptability to SMEAR. degree of verification, flexibility of interaction,
data requirements and attainability, and compatibility with other SMEAR components.
The SAl and ASA model formulations were found to be essentially equal, however,
since. many MMS and NOAA researchers are familiar with the SAI model, it is recom-
mended that the SAl model be incorporated into SMEAR.

Section 4 describes the methodology for developing an oil/shoreline interaction
component of SMEAR since none currently exists. Seven widely applicable shoreline
types are described in terms of oil-spill interactions based on observations of several
major spill incidents and the Canadian BIOS field-oiling study; these are exposed and
sheltered rocky shores, sand beaches, gravel beaches, peat scarps, tidal flats, and
marshes. For each, a removal rate coefficient is developed to describe the approximate
longevity of oil on any particular shoreline type. At this time. removal rate coeffi-
cients are equal for all types but as data become available, rate differences can be
added. For beaches., which are subdivided into beach-face and backshore compart-
ments, removal is additionally based on tidal level and wave heights. For all seven
shoreline types, a maximum oil-holding capacity is introduced to realistically predict the
maximum amount of oil that can be deposited on that shoreline before being
transported to the adjacent shoreline segment. Currently, the maximum holding
capacity, consisting of surface oil and oil incorporated in hthe sediment, is presented as
varying with three major viscosity groupings based on observational evidence. An
algorithm will be developed to mathematically depict the relationship between the
holding capacity. oil type and temperature, sedimentary characteristics and other
factors. As information becomes available, the algorithm can be modified. In lieu of
' this, default values can be used in conjunction with the algorithm. For SMEAR. oil
can accumulate onshore (under appropriate environmental conditions) in a time-step
fashion until the holding capacity is reached. Preliminary comparison to BIOS and

Amoco Cadiz data shows relatively good agreement with predicted results.



Section 5 evaluates the surf-zone current/sediment-transport models recommended

in Section 2| for combination with the SAIl weathering model to produce a unified

SMEAR model. Either model formulation must also interact with the proposed oil/
shoreline inté’raction component. It was found that the SAl model in conjunction with
the simple, one-dimensional current and Komar sediment-transport models. were best
suited for SMEAR. Although the complex two-dimensional current/Bijker formulation
scored higher} in applicability and compatibility with ongoing MMS and NOAA program
efforts. these; gains were insufficient to overcome its lower scoring in data require-
ments, potential for interactive use. and development costs.

Section| 6 presents an overview of the operation of the SMEAR model as cur-
rently envisioned. A conceptual flow chart of SMEAR operations and requirements is
presented in !Figure 6.1. Input requirements include location of shoreline types and
bottom sIopesi. and environmental data such as time series for wind, temperature, tidal -
currents, and air and water temperatures. The model will compute nearshore wave
environment, icurrents, and sediment transport for each shoreline reach as a function of
time. Advection, spreading, emulsification, evaporation, dispersion, and shoreline
deposition/removal will be calculated at each time step for up to 90 days after the
spill. Throug;:hout the run, the dynamic mass balance of petroleum (by boiling point
constituvent) c?an be quantified for the sea surface, the water column, the sea floor, the
atmosphere, and the beach. The sum of all individual components equals the total
mass of oil irLtroduced across the model boundaries up to that time. In addition, the
oil mass will |be spatially distributed into three compartments for each shoreline reach--
beach, surf. zc!)ne. and nearshore—zone. A probablistic assessment of spill distribution,
quantity, and“composition for any given reach of shoreline will be determined by pool-

ing the simulations of a specific spill event run under a number of varying environ-

|
mental conditions and internal model parameters.
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SYMBOLS USED IN THIS REPORT
used in Section 2 (nearshore currents and sediment transport)

mean amplitude of 18.6

bed friction coefficient

Chezy coefficient

mixing coefficient constant

Chezy coefficient based on Dgo

effective turbulent diffusion coefficient

particle diameter (50 percent by weight exceeded)
particle diameter (10 percent by weight exceeded)
wave energy

nodal factor, a slowly varying function of time
Greenwich phase or epoch at given position (A.4)
wave height -

breaking wave height

total sediment load

suspended load

Iribarren number (surf similarity parameter)
constant

constants, determined from field data

wave length

bedload

suspended load

Reynolds number

rate of erosion or deposition (source/sink term)
the radiation-stress tensor

radiation stress components

wave period "

wave orbital velocity vector near the bottom
shear stress velocity due to current

longshore current velocity

mid-surf current velocity

wind velocity component at 10 m (33 ft) above sea level
critical wind speed

wind velocity component

depth-averaged sediment concentration
or the average volume concentration of sand in suspension

water depth at mean sea level

: breaking depth

Coriolis parameter
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gravity acceleration

water depth

water depfh at breaker line

bed roughness or wave number

a length scale

beach slope

wave energy flux configuration

time variable

arbitrary starting time

a reference velocity A

the depth-averaged and fluctuation time-averaged velocity component
maximum value of the horizontal rms wave orbital velocity in the surf zone
maximum value of wave orbital velocity near bottom

depth-averaged velocity components

wave angle inside the surf zone and at the breaker line, respectively
breaking parameter

Kronecker delta

mean  water-surface deviation

von Karman coefficient

geographical longitude

. ripple factor

turbulent viscosity coefficients

Bijker's parameter; the tidal water-surface profile
fluid density

mass density of bed material

the fluctuation time-averaged bottom shear-stress component
the fluctuation time-averaged wind-stress component

the depth-averaged -tidal-stress component

the effective lateral turbulent-mixing stress component
geographical latitude

astronomical argument

tidal frequency

sediment particle fall velocity; angular rotation rate of earth
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Symbols used in Section 3 (chemistry) and Sections 4-6 (oil interactions and
model formulation)

!
A spill a}'ea Sp surface area of particle class
Ao constant T temperature
Cg wave group velocity Te temperature at which C2 is evaluated
Ci concentration To oil temperature
Cis pure component solubility Tps tide period
CiW bulk water phase concentration of i Tpx wave period
Co initial concentration of a particular fraction U wind stress factor
Cs solubiliity coefficient Uw wind speed
C1 constant us surface wind
C2 constant \4 longshore transport velocity in the surf zone
De diffusive coefficient Va volume of asphaltenes
Di diffusion value Vo volume
E evaporation flux Vp volume of particle class
F fraction of slick evaporated Vr volume of residuum
H wave l;eight VT total volume of oil in surface reservoir
Hb wave Il.eight at breaking w wind speed
H, wave hieight in deepwater Wo reference wind speed (85 m/sec)
Hs tide height . Ww fractiona! water content
Hx wave height Xb width of the surf zone
K A a constant ' Xi mole fraction of oil component
KB a constant with a value of approximately 133 z depth of water
K d rate co}‘nstant for dissolution process ‘ Zo roughness at sea surface
Ke rate co}nstant for evaporation process a constant
K'r oil remiova| rate constant b . separation of rays
Lo deep-water wavelength o d ~ mean water depth over the fetch
M molecular weight s vapor pressure at 6-m altitude
Mi mass of oil in beach segment i e solubility enhancement factor
Mio mass of oil originally deposited on the beach e, vapor pressure at sea surface
Mv molar volume of oil component f fetch length
Nid dissolution flux € gravity
P vapor pressure h water depth at point of interest in surf zone
Pd pressure at depth below surface (decibars) h, water depth at breaking
Q mass weight . ho ofshore depth
R gas constant kb wave number at breaking
Si specific gravity [ reference location
So, solubility in parts per million pH alkalinity




Mserdown
Ko

p

Pu

alkalinity value for water
time

oil phase mole fraction
constant

beach slope

slope of back shore
slope of the foreshore
average slick thickness
wave setdown at the breaker location
seawater viscosity

oil density

density of water

vii



1.0 INTRODUCTION
This report is Phase | of a three-year project to develop and test a probabilistic

coastal oil spill (SMEAR) model for use by the Minerals Management Service (MMS).

Phase | encorrpasses an evaluation of component algorithms and models of nearshore
currents, sediment transport, and oil weathering to determine the most appropriate
combination for use in a unified SMEAR model. Since a model depicting oil distri-
bution and persistence on beaches does not currently exist, this report also introduces
the format fot developing one. Phase Il entails model development, verification, and
testing. The| SMEAR model will have the option running alone or in coordination with
outputs from| an offshore, oil-spill trajectory model and an oil/suspended particulate
matter interaction model. The model components proposed in the report will
constitute a t;ime—stepping interactive model with stochastic environmental data inputs
and will proquce as results probabilistic predictions of oil composition. amount, and

locations at sppecified times.

A schematic diagram of nearshore and beach compartments to be modelled by
SMEAR is presented in Figure 1.1. Each transfer process indicated (advection, disper-
sion, sedimentlation. evaporation, burial, resuspension, etc.) is represented by an algo-
rithm. The icritical process by which each appropriate algorithm was selected is
presented in Sections 2, 3, 4. and 5 of this report. A descriptive summary of the
proposed SMéAR model is presented in Section 6.

Based on our scientific judgment. component algorithms and models are eval-

uated using scaling factors to develop a point score based on criteria that vary slightly
between modt!al categories being reviewed (e.g.. sediment transport versus chemical
weathering mj{odels). All scores are relative to each other and reflect attributes or
weaknesses with respect to the other components being analysed. Therefore, the exact
score of a particular algorithm or model attribute is less important than its value
relative to theJ other models being evaluated. Withip each appropriate section of this

report, explangtions' are presented supporting the value assigned.
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1.1 Specific
Specific

1) Evaluation

a)

b)

)

d)

Cos
el

Scope of Work
s of the project dictated the following tasks.

of surf-zone sediment mass transport models (Section 2) based on:
t-effectiveness of using energy-related parameters to drive the mod-

.e.. oil dispersion, transport, stranding. etc.).

The degree to which existing models have been verified and applied in

different localities and conditions.

Adaptability of the reviewed models to the requirements of the project

including use of interactive computer terminals.

|
Development of alternative new model(s) including preliminary algo-

rithms showing data requirements and outputs which would represent

quantitative spatial and temporal sediment transport and distribution.

Avai

lability and attainability of data required for existing or conceptual

new models.

Esti

tion

2) Evaluation

a)

b)

c)

d)

g)

Ana

tion

mates of programing. testing. sensitivity analyses and documenta-

of the proposed models.

of oil-spill partitioning models (primarily Section 3) including:
lysis of the SAI oil partitioning model (Payne et al., 1984) (Sec-
3).

Evaluation of alternate submodels (or model components) including a

rank| ordering of various alternatives and recommendations (Section 3).

Ada
the
Deg

ptability of existing models or submodels to the requirements of

project (Section 3).

ree to which existing models have been verified and applied to dif-

ferent localities and conditions (Section 3).

Flexibility of existing models with respect to problem solving using

interactive computers (Section 3).

Availability and attainability of data required for each model (Section

3).
Deg

ree to which existing models may be cost-effectively linked to a

probabilistic surf-zone sediment mass-transport model (Section 6).




3) Evaluation and development of an oil-spill. surf-zone mass-transport (SMEAR) model
including and/or based on:

a) Conceptual development of an interconnected sediment/surf-zone trans-
port s.ubmodel. oil-partitioning submodel and oil/shoreline submodel
(Section 6).

b) Compatibility~of submodels and efficiency of linkages between sub-
models {Section 5).

c) Ability of model to be used for different localities (Section 5).

d) Ability of the model to function effectively with data which are readily
and cost-effectively obtainable (Section 5).

e) Accuracy of model predictions of oil transport (estimated probable er-
ror) with respect to both the distribution in the surf-zone water col-
umn and beach materials and longshore transport (Section 6).

f) Flexibility of the model for interactive use in problem model application
(Section 5).

g) Estimated costs of final programming, testing, sensitivity analysis, and
documentation (Section 6).

h) Compatibility of the model with the outputs of the circulation and tra-
jectory model developed for MMS by NOAA/OCSEAP, the oil weather-
ing model developed by Payne et al. (1984), and an offshore par-

ticulate model now under development.

In addition to the above topics. a submodel is described in Section 4 to depict
oil/shoreline interactions including:

1) Beach-face oiling,

2) Backbeach oiling and persistence (surface and buried oil).

3) Resuspension and subsequent transport, and

4) Changes with wave conditions and water levels.



2.0 EVALUATION OF SURF-ZONE CURRENT
AND SEDIMENT-TRANSPORT MODELS
2.1 Introduction
Spilled |oil in the surf zone can be transported as a surface slick, as particles

within the wa
oil mixed wit

most appropri

eValuated.
The fo

transport mod

equations.
dimensional)
tidal stress,
simplified un
evaluated.
The se

describe sediment transport in the surf zone.

ter column, as oil adsorbed onto bottom or suspended sediments, or as

h sediment. This section presents the analytical process by which the

ate algorithms representing surf-zone currents and sediment transport are

rmat of this section is to first discuss both surf-zone and sediment-

els in terms of theoretical algorithms and the practical solutions to those

Under surf-zone current models, a general model (depth-averaged. two-

is described in terms of each model component (e.g.. radiation stress,

).

clier several circumstances, simplified one-dimensional models are also

etc. Because the two-dimensional model is very complex and can be

cond portion of this section evaluates the various algorithms developed to.

"In addition. a depth-averaged, two-

dimensional diffusion-dispersion equation is also described to more effectively model -

fine-grained sediment transport mechanisms.

The final portion of this section evaluates and ranks both surf-zone current

models and s

ediment-transport models in terms of applicability to the SMEAR model.

2.2 Surf-Zone Current Model _

As introduction, there are six principal force components determining the current
velocity field in the surf zone. ~-These corhponents are:

1) Wave forces resulting from the radiation stress.

2) Tidal forces. |

3) Friction forces on the bottom.

4) Lateral turbulent mixing forces.

5) Wind forces.

6) Coriolis forces.

Mathematicall

tum conservation.

radiation stre

y. these forces can be combined to form a general equation of momen-

Basic'ally. methods using conservation of momentum with the

ss principle have been thought to be the most reliable approach to the

surf-zone curre?nt _problem'(Bijker.' 1972: Basco, 1982).



The most sophisticated surf-zone current model currently available which incor-
porates the six principal force components is a depth-averaged two-dimensional model.

It can be expressed by the following equations in tensor form:

Mass conservation:

3 . 8 (o) = .
3t + axj (huj) =0 i=12 (2.1)
Momentum conservation:
du; - 1,-s =B . =T, __1 [0 a("Ti_iL)
g = 00w + (77 = 7 + 1)~y o T e (22)
' ij =12
where h = d + g = total local water depth.
d water depth at mean sea level.
7 = mean water-surface deviation.
Gi the depth-averaged and time-averaged velocity component.
f 2uwsing = Coriolis parameter.
—'r-is = the time-averaged wind-stress component.
;iB = the time-averaged bottom shear-stress component.
-'FiT = the depth-averaged tidal-stress component.
p water density.
Sij = the radiation-stress tensor.
;ijL = the effective latéral turbulent-mixing stress tensor.
6ij Kronecker delta.
w = angular rotation rate of earth.

The mass equation (2.1) neglects the small contribution of mass transporlt due
to finite-amplitude wave orbital motion. The momentum equation (2.2) is similar to
the equation used by Bowen (1969) with the exception that Coriolis force and tidal
force have been included. - | N

These equations (2.1 and 2.2) can be considered as the general governing

equations for a two-dimensional surf-zone current model. Three unknowns, u, Vv, and



17 can be solved simultaneously from (2.1) and (2.2) provided the boundary conditions
are given and each force term on the right hand side of (2.2) can be properly

expressed in an explicit mathematical form. In addition, a plane beach face from the

high-tide water line down to the low-tide terrace is uvsually assumed in order to avoid
a very difﬁcul‘t solution procedure relating the location of the breaker line to a varying
tidal level and water line.

The following model components of Equation (2.2) are described in detail in the
next sections: (a) radiation stress, (b) lateral turbulent mixing stress, (c) surf simi-

larity parameter, (d) bottom shear stress. (e) tidal stress. and (f) local wind stress.

2.2.1 Radiation Stress

Radiatic‘n stress is defined as the excess momehtum flux induced by the -pres-
ence of waveLmotion (Longuet-Higgins and Stewart, 1964). Based on linear wave
theory. these same authors derived the principal stress components which can be trans-
formed into the expressions presented in Equations (2.3)-(2.8). Beach coordinates for
each expression are indicated in Figure 2.1. In the past, these equations have been

extensively used for surf-zone current modeling.

3 1 n
Six = E(—2 n- 3+ E(f) cos2a (2.3)
: 3 1 n
Syy =E(Gn - 5 = E(E) cos2a | (2.4)
S_. = En sinacosa ) (2.5)
Xy
where S__. S , S = Radiation stress components.
xx' Tyy' Txy
E = %— ngz. wave energy.
n =% (1 + ;—r—lzhﬂz-k—h-) wave energy flux configuration.
H = wave height.
27
= {7 wave number.
L = wave length.

a = wave angle.
Longuet-Higgins and Stewart (1964) also provided expressions of radiation
stresses for standing waves which, based on linear wave theory, are transformed into

the following component expressions:
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FIGURE 2.1. Surf-zone coordinate system. < = wave angle; ¢ = wave celerity; o = refers to outside
surf zone; b = refers to breaker line.



S, = E(3n =1 + n cos 2kx) + En(l — cos 2kx)cos2a (2.6)

S,y = E@n -1 +n cos 2kx) — En(1 — cos 2kx)cos2a 2.7

Sxiy = En(1 - cos 2kx)sin2a (2.8)

The crucial point in solving these equations is to properly quantify wave height,

H. Outside the breaker line, wave heights can be modeled through shallow-water

wave forecast
water depth s
if the bottom
waves and cu
problems (Per
therefore not

In order
ing wave crite
model must b
by Weggel (C

steepness, is

ng (CERC. 1984) by including wave transformation factors, such as

hoaling, damping refraction, diffraction, transmission, and even reflection

configuration suddenly changes. Since the theory of interaction of

rrents is still not mature enough to be applied to practical engineering

egrine and Jonsson, 1983), inclusion of wave-current interaction factors is

recommended.

to estimate the wave height distribution inside the surf zone, a break-
rion must first be established after which a surf zone energy dissipation
e developed. The empirical formula presented in Equation (2.9). derived
ERC. 1984) incorporating the effects of changing bottom slope and wave

ecommended for the breaking wave criterion.

Hb ‘
—~ = b — (aH,/eT?) (2.9)
b
where -Hb = l‘)rea'king wave height.
d = l|)reaking depth.
a =4375(1 - e*™
b | 1.5?
tl + e' 9.5 m)
m = t‘:each slope.
T = \}Nave period.
g = %ravity acceleration. _
For the surf-zone. energy dissipation model, it is customarily assumed that the

following Equa

tion (2.10) is valid throughout the surf zone for the spilling breaker

condi_tion on a| plane beach (Liu and Dalrymple, 1978):
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H=17¢(7+d (2.10)

where 7 is the wave-breaking parameter. In contrast, no suitable expressions are
available for wave height inside the surf zone for beaches having relatively flat or bar-
trough profiles (Basco, 1982). In this case, Equation (2.10) is still suggested.

Other assumptions, as follow, are also needed to expreés radiation stress inside

the surf zone.

cosa ~ cosay (2.11)
h /2
sina. = (Fb) sina (2.12)
where a.a = wave angle inside the surf zone and at the breaker line. respectively.
h.hb = total local water depth inside the surf zone and at the breaker line,

fespectively.

2.2.2 Lateral Turbulent Mixing Stress
Due to weak understanding of surf zone turbulence. effective lateral stresses are

usually described in terms of an eddy viscosity coefficient as shown below:

Lo btau ey
XX = l/x(ﬁ - —ay—) (2.13)
L L - -

T -7 (Bu v
xy = ny( 3y T ax (2.14)
L L — -

- =" Qv du

) — = 2y 2.15
= 7 ) (2.15)

dy dx

These turbulent viscosity coefficients, vxl.‘ Vxl;,. and VyL. are directionally dependent.
According to Prandtl’'s mixing length hypothesis, they can be expressed by Equation

(2.16):

v = plu| 1 (2.16)

~
where u is a reference velocity and / is a length scale.
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onable reference velocity is the maximum bottom wave orbital velocity

(Longuet-Higgins, 1970, 1972; Kraus and Sasaki, 1979). The maximum bottom wave

orbital veIoci‘ty has been expressed in .Equation (2.17) for both the case outside the

surf zone an
v.elocity insid
Water depth
scale for turb

mixing proces

The suggeste

where C
v

I
r

2.2.3 Surf S

As defi
m, and the sc
Number whic
beach, such =

wave runup a

d the case inside the surf zone. The maximum bottom wave orbital

e the surf zone, u__ . can be found from the note of Equation (2.23).
wave particle excursion, and surf zone width have been used as the
ulent length. In order to simplify the solution procedure, a homogeneous

s is usually .assumed (and is recommended for this project), that is:

; _L L L _L
v, =V, =V, =V
UX xy y
d expression for vt is:
L CUpH(gh) 172 outside surf zone
v ={ (2.17)
Cu;o'yh(gh)il2 inside surf zone
f(lr) = mixing coefficient constant.
surf similarity parameter which is defined as
| = beach slope (2.18)

f (wave steépness]il2

>imilarity Parameter ,

ned by (2.18). the surf similarity parameter is the ratio of beach slope,
quare root of wave steepness. This parameter is also called the lIribarren
h is useful to quantify several aspects of waves breaking on a plane
3s breaking criterion, breaker type. number of waves in rthe surf zone,

nd setup. beach type (dissipativé versus reflective), reflection, etc. Over-

all parameters of the surf zone are listed in Table 2.1 (Sasaki and Horikawa, 1975:

Sasaki et al..

1977; Wright et al., 1979: Basco, 1982).




TABLE 2.1 Overali parameters of surf zone versus Iribarren Number “r]‘

offshore modal number of edge waves]

12

[X, = surf-zone width; n

p =

Iribarren 0.1 I l 1 1 I I ' l10
Number (Ir] 4 é L | 2 4 6 8 2 4 6 38
Domain Infragravity Instability Edge Wave
Microtopography Longshore Bar Crescentic Bar Beach Cusp
1 4 .1 1
Beach Slope 50 20 40 10
Wave Steepness Large Small
. Exist or
Surf Zone Always Exists Not Exist Not Always Exist
Beach Type Dissipative System Reflective System
Wave Type Progressive Waves Standing Waves
Runup /Setup Setup Predominant Runup Predominant
Incident Wave Wind Swell Incident Wave
Characteristics Wave Predominant Predominant
Breaker Type Spilling Plunging Collapfing/
Surging
. X 2 2
Rip-Current Spacing 15717 ¢ X, 4+ X (n+1)1r * X,.n=12
Breaker Index '20|.8 1l.0 1|.1 1i2
Nu.mber of Waves 6~7 ~3 1~2 0~1 0~1
in Surf Zone ] ] ] 1 ]
Reflection Coefficient 0.001 0_?1 0i1 -0|.4 0i8
|
4 6 8 2 4 6 8 2 4 6 8
= —0 IR R | L1
o (HL) 0.1 1 10
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2.2.4 -Botto‘m Shear Stress

The general expression for the bottom shear stress is:

7 (txy) = C p|U|0 (2.19)
where Cf = Cf(Re). combined friction coefficient from waves and current.
p = fluid density.
U = U + (uv)
Db = wave orbital velocity near the bottom.
(u. v) |= time-averaged current velocity.
Re = Reynolds number.

The velocity vector components in the surf zone are shown in Figure 2.2. The fluc-

tuations of time-averaged mean bottom shear stress can be described by Equation
(2.20):

B = Cp <|0] U>, (2.20)
1 to+T
where < > = Tjto ( )dt
t, = arbitrary starting time.
T = wave period.
t = time variable.

Based on Figure 2.2, the absolute value of the total velocity can be expressed as:
0] = [(U,) + 2U,( u cosa +V sina) + (u° +v)] 2 (221)

where U~ = |u

|cos(2xt/T).

u = maximum value of wave orbital velocity near bottom.

max

max




14

<\
Q:I

—-—=>n £\
PN g
: \ \)\o
; = >
e !
" v

FIGURE 2.2.

Surf-zone velocity vector components.
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There are two extreme cases where Equation (2.20) can be greatly simplified. The

first case is for a weak current flow (i.e., I(G'.V)|<<|Ub|). In this case, the mean

stress components can be expressed by Equations (2.22) and (2.23):

12

<|ﬁ||j>x <|Ub|>[ﬁ + cosa( u cosa + v sina)]

12

<|ﬂ|ﬁ>y <|U,|>[V + sina( U cosa +V sina)]

where <|Ub|> = (Z/I)lumax‘l
b | = (1/2)7(gh)?

h =9 + d

(2.22)

(2.23)

The other extreme case is for a strong current flow (i.e.. |(u. -\7)|>>|Ub|). Different

expressions can be obtained for this case, as shown by Equations (2.24) and (2.25):

2

—_— - — |umax - -— —_—
<|ﬁ||j>x ~ ul|(u. v)]] + ——— [u + 2cosa(u cosa + v sina)]
| 4{(u. v)| |
. - lupas* — _
<|U||j> > v|(u, V)| + — [v + 2sina(u cosa + v sina)]
d 4 (u. V)| |

2.2.5 Tidal Stress

(2.24)

(2.25)

Based on the theory of long waves associated with tides, the tidal stress is:

T = —pgh

(13
axi

where £ is the tidal water-surface profile. According to Schureman (1941):
§ = Ao + I fj

whére- §j = Fj(t)Aj()\.¢)cos[u;)jt +x - GJ.()\.¢)].

(2.26)

(2.27)



16

= mean amplitude over 18.6 years.
= geographical longitude.
= geographical latitude.

= Greenwich phase or epoch at given position (X.¢).

E QO S > >

= tidal frequency.

= astronomical argument.

m =

= nodal factor, a slowly varying function of time

2.2.6 Local Wind Stress

Nummedal and Finley (1978) suggest that local wind stress can be a very
significant factor in generating surf zone currents (based on their research results at
Debidue Island. South Carolina). To date, the knowledge of how wind stress affects
the surf-zone current is poorly understood and remains largely unknown. Bodine
{(1971) and CERC (1984) proposed Equation (2.28) for expressing wind stress in storm

surge calculations. This formula. as follows, is recommended for the present study:

T = Kplwiow,e (2.28)
K1 W<Wc
where K = w
Ko+ K (1= 7 ) WSW_
K, = 1.1 x 10°
K, = 2.5 x 10°
p = water density.
W% = wind velocity component at 33 ft above sea level. based on 10-minute
average.
W, = critical wind speed (14 knots or 16 mph).

2.2.,7 Surf-Zone Current Along Straight Shorelines

A fairly straight uniform beach without tidal inlets experiences almost uni-
directional longshore currents in the surf zone, thereby enabling a simple solution to
the general depth-averaged. two-dimensional model described previously. In this case,
Coriolis force is not significant and tidal force is small relative to the other remaining

forces (Bijker, 1972). Therefore, the important forces that have the greatest influence
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are wave force, bottom friction force, lateral turbulent force, and wind force (if the
local wind is |relatively strong).

In the [case of a fully developed. longshore current, as is fairly typical, the

* previously described, four major forces determine a state of dynamic equilibrium with

the current velocity being constant. Therefore, a governing equation, deduced from

Equation (2.2). is as follows:
|

ds, d(ht )
Y —X =9 (2.29)

Tsy - Tby B R

An analytic solution of this equation has not yet been developed. so a numerical
scheme is neLded. Several ahalytic solutions have been formulated in the following
general form for a fully developed flow on a plane beach by omitting different stress
terms (Bowen, 1969: Longuet-Higgins, 1970;: Thornton, 1970; Bijker, 1972; Komar,
1975: Liu and| Dalrymple, 1978; Kraus and Sasaki, 1979}):

V| = K« F(l.m.C.H, h.g)sina cosa, (2.30)

where VI = | longshore current velocity.

K = | constant.

'Ir Iribarren number.

m beach slope.

Cﬁ bed friction ;oefﬁcient.

H‘ib?_ = | breaker ._height.

h locall water depth in the surf zone.

g acceleration of gravity.

a = breaker angle.

Thése formulae generally give the velocity distribution as a function of distance from
the coast, but| consistently omit the influence of wind stress. »

Komar (1976) proposed the following empirical equation to describe mid-surf
current velocity based on -his research results from both field data and laboratory data:

Vi = 2.7 u sina, cosa - - (2.31)
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where u = maximum value of the horizontal rms wave orbital velocity in the surf
zone.
VI = mid-surf current velocity.

This empirical formula (2.31) is strongly supported by the analytical solution proposed
by Kraus and Sasaki (1979), which is thought to be the best available analytical
model of a steady state longshore current flow for a wide range of beach slope,
bottom materials and breaking wave angles (Basco, 1982). CERC (1984), based on
Longuet-Higgins' equation and field data, proposed the empirical equation (2.32) to

compute mean longshore current velocity of fully developed flows.

V, =207 m (gH )Y? sin 2y (2.32)
where’ m = beach slope.
g = acceleration of gravity.
Hb = breaker height.

e = breaker angle.

The main difference between these two empirical formulae is the appearance of beach
slope in (2.32). Komar (1976) argued that the ratio of beach slope to bed friction
coefficient was approximately constant so that m did not appear in his formula. Kraus
and Sasaki's study supported Komar's theory.

Komar (1975) argued that part of the wave-induced longshore current can be
generated by longshore variations in wave breaker height. Based on radiation stress
theory, this contribution can be- incorporated into the governing equation in terms of
longshore breaker height gradient. The gradient of longshore breaker height is a ratio
of wave-height difference over the distance between two locations. In more compli-
cated situations, a two-dimensional model could be used, and this effect will be auto-
matically included in the radiation stress component. However, since it is considered
to be a localized phenomenon and difficult to quantify. and the breaker height
distribution along a straight plane beach is usually fairly uniform, we believe it can be
neglected. _

For practical reasons. we conclude the following empirical formula (2.33) should

be considered for the SMEAR model in calculating mean surf zone longshore current
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-dimensional case); note that the local wind effect has also been

V) = Ky(gH)Y? sin 20, + KW+ K, (2.33)

.K3 = consfants. determined from field data.

wind velocity component.

| reasons for recommendation of Equation (2.33) include:
existing solutions do not account for wind stress.

parameters involved in the existing solutions are.too many to be

correctly measured in the field and the calculated solution accuracy is

still
3)

a question.

Parameters in Equation (2.33) are only four and can be easily and

correctly measured, and it includes local wind effects.

4)

5) Equ

zone.

2.3 Surf-Zor

The CE
to coastal eng
plane beach
proposed a fo
formulae have

In more

Europe, most

derived from s

effects of wa
evaluation by
Bijker formula
Ackers-White

Graaff and Ov

group.

Computation of Equation (2.33) is very easy and time saving.

ation (2.33) can correctly compute current velocity in the surf

1e Sediment Transport Model

RC (1984) longshore sediment transport formula has been widely applied
ineering problems; however, this formula is applicable only to a stréight
Komar and Inman (1970)

Similar

where wave energy is a dominant factor.
rmula with more general application to a simple straight beach.
been proposed by Dean (1973). Galvin (1972), and others.

complicated cases, the formulae mentioned above can not be used. In
of the sediment transport formulae used in coastal engineering have been
tudy of sediment transport in rivers. The major difference is that the
ves are properly included in the .coastal studies. According to the
Graaff and Overeem (1979). primary formulations used in Europe are the
(1971). the Swanby method, and adapted Engelund-Hansen and adapted
formulae. All these formulae are suitable to more complicated cases.

ereem (1979) also conclude that Bijker's formula is the best among the
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2.3.1 The Bijker Formula

Bijker modified Friglink's formula by incorporating the increased wave-induced
effect into the bottom friction stress to describe the bed load function. He also used
Einstein’s concept for predicting the suspended load (Bijker, 1972). Bijker's formula
has the advantage of calculating the suspended load and bed load. separately. His

formula for computing sediment-transport rate in the littoral zone is:

v 12 -0.27 A D, rg
Q. =5D5 ¢ g Exp { . } (2.34)
r 1 max 2
pr.[1 + 5 (€ =)
where D, = particle diameter (50 percent by weight exceeded).
C. = Chezy coefficient. ‘
b = (pg = A
&
Py = mass density of bed material.
r = (Cr/Cgo)Ls. ripple factor.
Cqo Chezy coefficient based on D,
T, = pg(vz/Crz).
£ = Bijker's parameter, f(k,Cr).
u... = maximum wave orbital velocity near bottom.
Q,,, = bedload (m*/m including pores).
Q,,, =183 Q, [, In(33h/k) + L] (2.35)
(z-1)
260 1,
where 1, = — | (——y—y-) dy
k k
-4
(z1
216(39 1
where |, = — 1/ (—_yl) Iny dy
_k k
-3 G
w
L =KV,

w = sediment particle fall velocity.
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von Karman coefficient. |
V‘c[l + 1/2(¢ u 2]1/2

shear stress velocity due to current.

max)

local water depth.
bed roughness.

suspended load (m3/m?).
ment transport yields:

Quu = Qe + Q (2.36)

total susp

omar Formula
and Inman (1970) proposed the following empirical formula for estimating

ment transport:

| = 0.28(ECn), cosa, (Vll/z/um)

(2.37)

cosay is ‘wave energy flux evaluated at the breaker zone. This formula

. provides a more general consideration for the case where the surf zone current is

generated by

formula, Equat

both wave force and local wind force. Komar (1976) also proposed the

ion (2.38). to estimate suspended sediment transport in terms of total

sediment transport, Il:

susp =

Komar's formula also has the advantage of calculating 1_

Ly, = 700 /p = D)(c/7,m) * | (2.38)
beach slope.

the average volume concentration of sand in suspension.

breaking parameter.

total sediment load (dyne/sec).

suspended load (dyne/sec).

. and II' separately.
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2.4 Fine-Sediment Transport Model

Whereas the Bijker and Komar equations are suitable for longshore transport,
offshore waters and sheltered lagoons may be dominated by fine-grained suspended
sediments requiring different modeling parameters. A diffusion/dispersion sediment
transport model (depth-averaged., two-dimensional) is génerally required in this-case.
Many similar models have been developed using different numerical schemes. The

governing, mass-conservation equation for this model is as follows:

oc - 0c -, 0c¢ 0 oc 0 dc
3t T u('a(-) + v( ay) = = (Dx ax) + By (Dy ay) +S (2.39)
where ¢ = depth averaged sediment concentration.
D = effective turbulent diffusion coefficient.
u, v = depth averaged velocity component. 7
S = rate of erosion or deposition (source/sink term).

The finite element scheme using the Galerkin method has been widely used recently to
solve this governing equation (Ariathurai et al., 1977; Hayter and Mehta, 1982; Onishi
and Trent, 1982; Siah, 1985). These references provide detailed discussion of this
solution approach, therefore it is not given here. In case of fact, the actual fine-
sediment transport rate is relatively small compared to the longshore transport rate

under normal weather conditions.

2.5 Model Evaluation and Recommendation
2.5.1 Evaluation Criterion
The previously discussed surf-zone current and sediment models were evaluated
for each type of shoreline based on a set of standard criteria. Each criterion has a
maximum value which describes the perfect case for that item. The maximum sum of
all criteria is 100. The criteria used were:
1) Model/formula reliability (50 points) based on theoretical formulation
and verification from field data or laboratory data. This was consid-
ered to be the mo.st important of all the criteria in order to formulate
an effective SMEAR model. Ranking in terms of theoretical formu-
lation was based on inclusion of the four primary forces--radiation

stress, bottom stress, turbulent mixing. and wind stress. In addition,
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the amount of uncertainty in the coefficients utilized in the model or

equation ‘was estimated. The extent of verification or, in the case of

new models, the likelihood of verification was the last factor incIude_d

under this criterion..

2) Auvailability and attainability of field data required for each model (15

poir.uts). This factor includes the ease by which input field data can
be obtained from readily available sources. Lowest values were given
to r‘nodels requiring extensive field surveys before being able to run the
model. Highest values represent models requiring the simple and rapid
coIILction of field data with only a limited number of measurements.

3) Adaptability of the model to the requirements of the project including
use| on interactive computer terminals (15 points). This criterion
includes evaluation based on two primary aspects--linkage with the
SMEAR and offshore models, and use on a user-friendly micro-
computer. [f the model or equation bemg evaluated required extensive
computer space and Imkage appeared to be difficult, then the model
was| given a low score.

4) Relative cost-effectiveness of using the model (10 points). This factor
includes such factors as model complexity in terms of requiring
extensive CPU time, the costs of data collection, and the number and
complexity of model inppts requiring user time. The highest scores

reflect fewer and more simplistic input parameters resulting in more

rapid data input and less CPU time.
5) Easiness of programming. testing. sensitivity analyses and documen-
tation of the proposed models (10 points). This criterion included

evalllxation of the time required for model testing, debugging, analysis

of model stability using various input parameters, and an analysis of

model sensitivity to small changes in individual components.

2.5.2 Model |Evaluation for Application to Sandy Beaches _

Based on the discussions presented in Sections 2.1 to 2.4, a depth-averaged
two-dimensional model and five longshore current models were selected for evaluation
specifically . for application to sandy beaches. As shown in Table 2.2, the suggested
‘model describled by Equatieri (2.33) received themhighest 's_ceres and is therefore
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recommended for computing current velocity inside the surf zone along sandy beaches.
Several other models were very close in overall score. The two-dimensional neabrshore
current model received very high scores for its theoretical background (formula
reliability) and adaptability, but was considered very poor in terms of data availability,
cost effectiveness and programming ease, because of the overall model complexity and
data requirements. All the other models have a slightly more limited theoretical basis
but score much higher in terms of the same three factors that were rated poor in the
more sophisticated, two-dimensional model. The suggested model, Equation (2.33),
ranks slightly ahead of both the Komar and CERC formulations because of its inclu-
sion of a wind stress component. '
For longshore sediment transport, the formulae of CERC (1984), Bijker (1971),
and Komar (1976) were selected for evaluation. As shown in Table 2.3, Komar's
(1976) formula turns out to be the one with the highest scores and is therefore
recommended. The CERC formula was considered weak in its theoretical basis while
Bijker's formula received the lowest scores based on higher costs associated with

obtaining input data., programming, and running the model.

TABLE 2.2 Evaluation of surf-zone current models for application to straight sandy beaches.

2-D 1-D Steady Longshore Current Model

Model Criteria Nearshore 7

Current Equation Komar CERC Kraus and  Equation

Model (2.29) Eq.(2.31) Eq.(2.32) Sasaki (1979) (2.33)
Formula Reliability :
(50 points) 45 43 35 35 40 42
Data Availability
and Attainability 5 10 15 15 10 12
(15 points)
Adaptability
(15 points) 12 12 10 10 12 10
Cost-effectiveness
(10 points) 1 5 10 10 6 i0
Ease of Programming (etc.) 1 5 10 9 6 10

(10 points)

Total Score 64 75 80 79 - 74 84
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valuation of surf-zone sediment transport models for application to straight sandy shore-

Model Criteria

CERC (1984) Bijker (1971) - Komar (1976)

F;(;mp(:’liaml:fliability 30 40 35
l()lastap(ﬁ'\::)sil]ability and Attainability 14 12 14
aqsap;::it:::ist)y 10 10 1
:31% sti-)ifi\;etcst)ivenes S 10 5 10
Ff;epgifnz;ogram ming (etc.) 9 5 16
Total Score 73 72 81

2.5.3 Model

Evaluation for Application to Tidal Flats, Gravel Beaches

and Rocky Shorelines

Since no good theories exist for developing surf-zone current models for

application to

for sandy bea

Sedimer
neglected because of the lack of sediment sources.

tidal flats is ¢

2.5.4 Model
Marsh
bay. In the

under normal

to compute t

predominate

Equation (2.39

compared to |
Within

phenomena ar

these types of shoreline, the empirical current model accepted previously
ches is suggested for use in this project.

it transport along rocky shoreline or gravel beach can, in most cases, be
As far as sediment transport in

oncerned. Bijker's (1971) formula is the most reliable.

Evaluation For-Tidal Inlet/Marsh Systems

areas may be linked to offshore waters by either a tidal inlet or wide
marsh area, wave action is generally small compared to tidal actions
conditions so that a two-dimensional circulation model is usually needed
he velocity field. Fine-grained rather than coarse-grained sediments
so a two-dimensional diffusion-dispersion model with the governing
) should be used, although this is admittedly a relatively minor process
ongshore transport.

a tidal inlet or waterway, the flow pattern and sediment-transport

e very. compliéated. Both wave forces and tidal forces are important
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factors. No one-dimensional steady current model can correctly predict tlhe flow field.
The proposed two-dimensional model [i.e.. Equations (2.1) and (2.2)] should be
considered. Bijker's formula is the only reliable sediment transport model that should
be applied in this case. Modeling of transport into and out of coastal lagoons and
embayments, in terms of the practical considerations of SMEAR are discussed in
Section 6.4.

2.6 Summary Of Recommended Models

Based on the previous evaluations, we recommend that two combinations of
current and sediment-transport models be considered for incorporation into the SMEAR
model. The first utilizes a simple, one-dimensional current model together with a
simple, semiempirical, sediment-transport model. As indicated in Tables 2.2 and 2.3,
Equation (2.33) and the equation developed by Komar (1976) have received the
highest scoring for this category. |

The second combination recommended for incorporation into SMEAR links the
complex, two-dimensional nearshore current model [Equations (2.1) and (2.2)] with the
sophisticated Bijker (1971) formulation. As indicated in Tables 2.2 and 2.3. faults
inherent in this combination are primarily related to programming difficulties and
computer memory requireménts but. perhaps. model outputs from other SMEAR com-
ponents would compensate for these shortcoﬁings. The analysis of both combinations,

specifically with respect to the complete SMEAR model, is presented in Section 5.
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3.0 ANALYSIS OF OIL SPILL PARTITIONING MODELS

3.1 An Overview

This se

ction contains a discussion of the various, oil-spill partitioning compo-

nents followed by an evaluation of the primary models developed to mathematically

represent each
in SMEAR is

discussed un

Oil par|
equilibrium pr‘
phere). aqueo
' The

considered a

phases.

Mathematical
basic physica
components b

process and t

der the SM
titionin

O

L

etween the various phases.

he general approaches toward their modeling.

process. Based on this critical evaluation, the best model for inclusion

designated. The final equations for each partitioning component are
EAR model development plan (Section 6.0).

g can be viewed as a series of interrelated equilibrium or pseudo-
cesses involving partitioning of the oil between the gaseous (|e atmos-
s (seawater in this case) and solid (suspended particles or sediments)

dynamic exchange of oil among these various compartments can be

function of eight basic processes:

1) Spreading 5) Emulsification/deemulsification
6) Adsorption/desorption
7) Photooxidation

8) Biodegradation

2) Evaporation
3) Dissolution
4) Dispersion
modeling of these processes has been attempted through application of
/chemical equilibrium relationships to the mass transfer of petroleum

The following are brief descriptions of each

~

3.1.1 Spreading

Spreadi

ng determines the areal extent of spilled oil and affects the various

weathering pr‘ocesses influenced by surface area, including evaporation, dissolution,
dispersion and photooxidation. . Spreading is controlled by the driving forces of gravity
and surface tension and the retarding forces of inertia and viscosity. In the surf zone
and onshore, accumulation (or "inverse spreading”) may result due to wave transport
e wind (oil accumulation processes in terms of the unified SMEAR model
in Section 6.0).

everal methods are available for use in its modeling: however, none of

and/or onshor
are discussed Various researchers have investigated the spreading
process, and s
these method
Fay's (1971)

Monastero, 1_9

s are able to completely describe the complex mechanisms involved.
three-regime spreading theory is the most widely used (Huang and
82).

iiffusion/disperéion.' Murray's turbulent;dif.fusion'theory. random Fickian

Other methods include variations of Fay's (1971) spreading theory

incorporating ¢
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diffusion, empirvical regression, and Mackay's empirical thick and thin slick approach
(Mackay et al., 1980b). which is derived directly from Fay's second (gravity-viscous)

equation.

3.1.2 Evaporation

Evaporation, which typically accounts for 20-40 percent of spilled oil (Gundlach
and Boehm, 1981), is strongly influenced by oil composition as reflected by spill area,
slick thickness, oil-vapor pressure, and the mass-transfer coefficient. Oil composition is
also important since the more volatile fractions evaporate most rapidly. Models which
address evaporation do not usually account for all four of these physical parameters.
Spill area is determined by spreading. while both vapor pressure and the mass-transfer
coefficient are dependent on wind speed.. Oil-vapor pressure changes as hydrocarbon
fractions are lost into the atmosphere.

‘The methods currently in use to computationally characterize evaporation rate
are the pseudocomponent approach and an analytical approach. In the pseudo-
component approach, oil is characterized by a set of hydrocarbon components grouped
by their boiling points (Payne et al., 1984) or by a "synthetic” mixture of represen-
tative hydrocarbon components (Mackay et al., 1980b). The pseudocomponent
approach of Payne et al. (1984) considers up to 20 groupings of hydrocarbons
representing boiling-point ranges or -distillate fractions of crude oil. The UOT (Mackay
et al., 1980b) approach considers a number of selected hydrocarbons, each
representative of a group of hydrocarbons of similar properties. For example, in the
UOT pseudocomponent approach, n-decane would represent C,-C , alkanes: phenan-
threne would represent the polynuclear aromatic hydrocarbons and “inert” hydrocarbons
represent asphaltenes. Weatheting models, including the Payne et al. (1984) approach,
generally do not differentiate between physical properties of saturated and aromatic
hydrocarbons as their pseudocomponent approach addresses evaporation and not disso-
lution. This method allows different fractions of the oil to evaporate at different rates
and the density of the slick to change as a function of time. Both pseudocomponent
approaches permit calculation of both the remaining oil mass and its chemical compo-
sition and physical properties as a function of evaporation. The analytical approach
describes vapor pressure as a function of temperature and amount evaporated (Mackay
et al., 1980a). Both approaches use a similar mass-transfer concept, expressing the
mass-transfer coefficient as a function of wind speed. vapor pressure, spill size (both

area and volume). and temperature.
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of models to express the rate of evaporation.

3.1 (Huang and Monastero. 1982) presents the modeling equations used

While all the models in-

ansfer coefficients, oil-vapor pressures, and spill areas (Table 3.2), only

the SLIKFORCAST (VKI) and UOT models consider slick thickness.

TABLE 3.1 Evaporation models (modified from Huang and Monastero, 1982).

1) SEADOCK Model (Williams et al., 1975)

d C
—

. = K€

ei i

2) UOD (University of Delaware) Model (Wang et al., 1976)

d Ci
dt = Deci
D e
e
K = aa% Y
e
3) USC/API Model (Kolpack et al., 1977)

d E

dt

K, (P, = P.) / (RT) 2 K P,/RT

; a.x,f = empirical coefficients

6

5.21388 x 10 M, U, (eg-e )

i 3 =
(m™/y) = (M. + 28.966)P,(In 6/20)2

4) ASA Model (Spaulding et al.. 1982b) Same as the UOD model, but uses different solution scheme.

5) SLIKFORCAST Model (Audunson et al.. 1980)

dt

= — K .Q.

er 1

6) UOT Model (Mackay et al., 1980a)

K, (secly = (7.4 x 10

3

dE

dt

AF

+ 1.87 x 10°°U) PM. / (RT6p)

K AM
e v
~ RTV /(1-F)

o

(AE)P = (AE)P & IF

T=T +C, T, F/106

2
F(t+1) = F(t) — AF

0.0025y0%-78
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7) Blokker (1964)

8) Fallah and Stark (1976)

9) Maci(ay
(used

and Leinonen (1977)
in SAl model)

dv.

i _ k. vt Pem,
dt ei S
dv. T
YL

dt - Keiu D

4

Rectangular Slick

Circular Slick

a = (2-9)/(2+n): f = n/(2+7)

-3
it

turbulence parameter

= 0.25 for a "neutral” atmosphere

Vt = 71 ’72 ....7nV°

T; = V;/V;.q4 = random variable

E. = K_X.P./RT
| [} [}

K, = 0.0025 yo-78

Subscript i

Ci' E.QV,

ith component in oil

concentration, evaporation flux, mass
weight, and volume

mass transfer coefficient or evaporative
coefficient

diffusive coefficient, spill area, and
wind speed, respectively

gas constant, vapor pressure,
temperature, and molecular weight.
respectively

vapor pressures at 6-m altitude and at
sea surface, respectively

roughness at sea surface (cm)
average slick thickness and oil density

molar volume and mole fraction of oil
component, respectively

fraction of slick evaporated
constants

boiling point temperatures initially and
after some time. respectively

temperature at which C2 is evaluated

time
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TABLE 3.2 Physical parameters considered in various evaporation models. [*Pseudocomponents method
or analytical method] '

Models Spill Mass Transfer ?Iick Oil Vapor
' Area - Coefficient Thickness Pressure*
SEADOCK No Yes No Pseudo
uobD Yes _ Yes No Pseudo
USC/API No : Yes . No Pseudo
ASA Yes Yes No Pseudo
SLIKFORCAST Yes Yes Yes ' Pseudo
uoT ‘ Yes Yes Yes Analytical
Blokker Yes Yes No Pseudo
Fallah and Stark Yes Yes No Pseudo
Mackay and Leinonen No Yes No Pseudo

(used in SAI model)

3.1.3 Dissolution

Dissolulion is the process by which hydrocarbons dissolve in the water.. This
process is more active shortly after a 'spill and affects the same hydrocarbon fractions
as evaporatioL. However, dissolution is generally two or more orders of magnitude
smaller than evaporation in mass balance computations (McAuliffe, 1976; Harrison et
al.. 1975) and is highly dependent on the surface area in contact with water (and

thus on dispersion processes which can create oil droplets of different sizes in water).

Exact measurements are difficult to obtain.

Evaporation will tend to deplete volatile hydrocarbons in an oil slick much more
rapidly than "will dissolution. thus leaving relatively little hydrocarbon material for
dissolution. The rates (i.e., mass transfer coefficients) of evaporation are much larger
than those for dissolution (Table 3.3). | |

Another‘ modeling technique used involves the approach of combining dissolution
with evaporation to express the rate of oil-mass loss as a first-order kinetic process
(Williams et al., 1975). A different approach essentially ignores dissolution as a
separate process and instead considers the total amount of oil which enters into the
water column as a dispersion proéess (Blaikley et al., 1977; Reed et al., 1980:
Spaulding et @al., 1982a). Such an approach _is'adopted because of the difficulty in
distinguishing| between dissol.ution and dispersion in the field and is justified by the

probability that the bulk of any dissolution occurs after oil has been dispersed rather




32

than when it is in a slick. Dissolved and dispersed oil may be operationally distin-
guished by means of filtration, although the use of this technique may actually permit
the passage of colloidal oil droplets through the filter and hence may be subject to
the formation of artifacts if the filter becomes overwhelmed by oil (Boehm and Quinn,
1973: 1974). Together, the two processes of dissolution and dispersion are estimated
to account for 1-10 percent of the mass of an oil spill (Mackay et al., 1980b; Huang
and Monastero, 1982; Spaulding et al., 1982; Gundlach et al., 1983), depending on
wave energy, with one percent or less being attributed to dissolution. [Note: The
larger the light fraction of the oil, the greater will be the dissolution. Dispersion. on
the other hand. is physically influenced and relatively independent of oil composition
until the higher viscosities.]

Dissolution is not modeled separately, although Payne et al. (1984) describe a
separate code to calculate the amount of dissolved oil on a component—speciﬁc basis
rather than on a "pseudocomponent” basis (see next section). The rate of loss of oil
mass (or concentration) through evaporation and dissolution is expressed as a first-
order kinetic process via:

dc

i =" (Ke + Kd) C (3.1)
where C is the concentration of a particular hydrocarbon fraction and Ke and Kd are
rate constants for evaporation and dissolution processes, respectively. Solving the

previous equation, the concentration C at time t after the spill is:
C = C0 exp (-Ke-Kd)t. (3.2)

Here, Co is the initial concentration of a particular fraction. With rate constants ob-
tained from Moore et al. (1973) as given in Table 3.3, loss of oil mass through evapo-
ration and dissolution can be calculated.

Kolpack et al. (1977) proposed the following complex formulation for the disso-
lution rate:

7

6.25x10 CsDiT°[7.0 + 3.5 (pr = 7.01)] sy

3.3
de P, In(6/2,)% VP (33
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TABLE 3.3 First-order mass transfer coefficients for eight oil fractions [from Williams et al. (1975)
based on data supplied by Moore et al. (1973)]. '

Evaporation Dissolution Ratio
Fraction .Descripllon (Ke)e . (Kd)e (Diss/Evap)
1 Paraffin C_-C 0.8¢0-2W 0.1 1/60
6 "12
2 Paraffin C13-C22 0.002 0 | 0
3 Cyc‘oparafﬁn C6-C12 0.8e0'zw 0.5 1/12
C
4 . Cycloparaffin C13-C23 0.002 0 0
5 Aromatic (monocyclic 0.2W
and | dicyclic) C6C11 0.8e 1.0 1/6
6 Aromatic (polycyclic) C12-C18 0.02 0.001 1/20
7 Naphthenoaromatic Cg-C25 0.02 0.001d : 1/20
8 ' ResiLuaI 0 0 0
a = [These values are approximate and are probably all dependent upon temperature and oil film
thickness.
b = |W is the wind speed in knots.
¢ = |Estimated from fraction 2.
d = |Estimated from fraction 6. :
e = |K_ and K, are mass-transfer coefficients {rate constants) for evaporation and dissolution
processes, respectively.
ds . 3, -
where G- = volume of oil lost (m®/sec).
s T solubility coefficient.
Di = diffusion value.
pr = alkalinity value for water.
Sp = surface area of particle class (m?).
Pd = pressure at depth below surface (decibars).
6 = boundary layer thickness of particle (mm).
Vp = volume of particle class (m3).
T, .= oil temperature (°K).
Zo = apparent roughness = 0.0001.
Aside from the difficulty of measuring the dissolution rate. a number of parameters
considered in this equation, such as Di' Sp. 6. and 'Vp. are either difficult to measure
or.imprecise, making the application of.this equation in the .oil-spill simulation model
highly speculative. '
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Mackay and Leinonen (1977) propose a mass-transfer coefficient (MTC) model
that is simpler than the diffusion equation proposed by Kolpack et aI; (1977). The
MTC model assumes a well-mixed water layer with most of the resistence to mass
transfer lying in a hypothetical stagnant region close to the oil. The dissolution flux
rate is expressed as:

NG = KylexC® - ") (3.4)

where Nid= dissolution flux (mol/cm?/sec).
K, = dissolution MTC (cm/sec).
" e. = solubility enhancement factor.
x. = oil phase mole fraction.
c’ = pure component solubility (mol/cm?)
w

Ci = bulk water phase concentration of i.

The solubility enhancement factor varies with different hydrocarbon classes: values used
by Mackay and Leinonen (1977) are:

Hydrocarbon 2
Alkanes 14
Cycloalkanes 14
Aromatics 2.2
Olefins 1.8

3.1.4 Dispersion

Many expressions for modeling dispersion have been developed. Dispersion is
governed primarily by wave breaking, so that variability due to oil composition is only
significant at relatively high viscosities. The simplest approach uses tabulations of
dispersion as a function of sea state and time after the spill (Blaikley et al.. 1977).
Audunson (1979) suggested an empirical form based on the square of the wind speed.
reflecting the amount of energy available for driving oil droplets into the water column.
Spaulding et al. (1982a) use a variation of Audunson’s approach, including an expo-
nential decéy function to account for weathering and water-in-oil emulsion or "mousse”

formation. In their formulation:
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w
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Entrainment Rate = Ao (W2/Wo?)e '/ (3.5)
constant.

wind speed.

reference wind speed (8.5 m/sec).

this formulation, 99 percent of dissolution and dispersion are complete
Mackay et al. (1980a)

omplex set of dispersion equations (see Huang and Monastero, 1982; pp.

days after release of oil onto the sea surface.
12) which uses empirical constants. These equations treat dispersion
thick slicks separately. Spaulding et al. (1982c) have developed an oil-
nd dissolution model which gives particle-size distribution as a function of
turbulent energy-and the dissolution of this oil by hydrocarbon fractions
column.

ng et al. (1982c) have derived an overall entrainment rate correlation for
slick if one knows (1) the average particle diameter entrained from the
significant wave height and period, and. (3) the number of breaking wave
Payne et al. (1984) have modeled

a function of wind speed, slick thickness, viscosity, and surface tension.

er unit area and time (Fig. 3.1).

be the oil constituent concentration (expressed as a'fraction) in the slick;
specific gravity; and let Soi be it solubility in parts per million (ppm). If

area A in m? the total dissolution rate Mi of this constituent, in kg/s.

(204x10°7%) A C, p_ Sig H & (1+2H) So.'®

M.
i

. (3.6)
TO.S DZ.2 (1.025 — s.i)O.S

81 m/s? and B, is the seawater viscosity. The average rate of dissolu-

tion can be correlated with wave height for different oil constituents, according to the

expression:

M = (1+2H)(1-S)*/2 T*5 D2 S _*¢ (Fig. 3.1). (3.7)
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FIGURE 3.1. General correlation of component diffusion rates (Spaulding et al., 1982c).
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ification
cation is the process of water droplets being dispersed into the oil, form-

e" of increased viscosity and volume. The mechanism by which this

5 is not well understood although it has been determined that turbulence,

n and temperature are important. A minimum turbulence level necessary

for emulsification and a maximum water content of emulsified oil have been suggested

(Wang and H
order expressi
tions (Macka
developed by
obtain input
cussed later i

use of the oil

ons

ye

T

uang, 1979), but have not been experimentally established. Simple. first-

have been developed which can characterize most water uptake situa-

t al., 1980a). A more complex mathematical formulation has been

LKolpack et al.

‘ata is required and hence the formulation has not been verified (dis-

(1977) to determine emulsification rate, but difficult-to-

more detail). Payne et al. (1984) predict water-in-oil emu'lsiﬁc'at‘ion' by

/water mixture and a series of constants.

|

Exposures for the emulsification rate relate to the rate of uptake of water by
oil. The firstrorder expression for this process is (Huang and Monastero, 1982):
Aw _ k(1 - w/o.8) (3.8)
At 3 o :

where w is th

uptake.

emulsification

dv
em

dt

where AV

dVv
em

dt

e fractional water content by volume and k, is a rate constant for water

Kolpack et al. (1977) derived a complex mathematical formulation for the

rate:

v Ho 212 W 2nZ %2

= 9.34x10° — (10.5-pH) p_gr e +t——e— (39
T T L
px ps s
V.V
ar
2
Vt

emulsification rate (m3/sec).
alkalinity.

volume of asphaltenes (m?).
volume of residuum (m3). -

total volume of oil in surface reservoir (m?).




38

H = wave height (m).

Tpx = wave period (sec).

H, = tide height (m).

Tps = tide period (sec).

p,, = density of water (gm/cm?).
g = gravity acceleration (m/sec?).
Z = depth of water (m).

Mack.ay et al. (1980b) suggest that the process of emulsion formation can be de-

scribed as follows:

Aww = K, (U,+1)%(1-K W)At (3.10)

where Ww= fractional water content.

K, = a constant.
K = a constant with a value of approximately 1.33
U = the wind speed.
w
At = time.

3.1.6 Adsorption/Desorption

Numerous studies have been performed on the adsorption/desorption of oil
to/from suspended particulate matter (SPM). Still, it remains difficult to adequately
express the detailed dynamics of these processes in a quantitative manner. Variability
in bulk oil characteristics is one confounding factor. but the key controlling variable
appears to be percent of clay-;iéed particles. including glacially derived material, in the
SPM population and the organic content of the particle surface (Meyers and Quinn,
1973; Bassin and Ichiye. 1977: Meyers and Oas, 1978; Winters, 1978: Zurcher and
Thuer, 1978: Payne et al., 1981). These investigators generally agree that, at equi-
librium, between 120 mg and 300 mg of hydrocarbons can be incorporated into each
kilogram of the clay-size fraction of suspended sediment. This represents a key param-
eter needed for modeling the problem. In summary, factors affecting the significance
and magnitude of oil-SPM interactions are: |

1) SPM size-distribution profile. Fine-grained material has a greater sur-

—

face area and thus presents more potential sites for interaction and
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also has a longer residence time (slower settling rate) once resus-
pended in the water column. Potential contact time is therefore
greater and available adsorption sites can be more thoroughly satu-
rated.

2) Organic content of SPM. The presence of organic material on the
surface of SPM greatly inhibits oil/SPM interactions, perhaps because
oil land marine "humic” material (i.e.. the complex high molecular

weight of natural organic matter in seawater) compete for the same

sites on the particles (Meyers and Quinn, 1973).

3) SPM concentration. As the SPM concentration increases, the effective
viscosity of the fluid also goes up. thus reducing settling rates. The
presence of oil is expected to contribute to this effect through floccu-
Iati<‘)n in the surf zone. |

4) LevLI of turbulence. Increased agitation allows SPM adsorbtiori sites
to become saturated by hydrocarbons.

5) Sali!nity. Sedimentation of oil by SPM is significantly lower in sea-
water than in fresh water (Hartung and Klinger. 1968; Bassin and
Ichiye, 1977). This may be. an important consideration in the Alaska

coas"tal zoné.

3.1.7 Photooxidation

Photooxidation is the proces§ by which (with energy from sunlight) oil under-
goes oxidation; and polar, water-soluble, oxygenated produ;:ts are generated (reviewed

by Payne and| Phillips. 1985). This process is relatively unimportant over the first few

days of a spill but may becotiie significant after a -week or more. Kolpack et al. -
(1977) use a ‘conceptual expression for the rate of photooxidation based on the extrap-

olation of laboratory results to open-ocean slicks (discussed later in more detail).

3.1.8 Biodegradation

Biodegr‘adation may continue for years after a spill occurs, and is affected by a
variety of organisms. No general mathematical models have been developed to
describe the rLte of crude-oil biodegradation in the marine environment, although many
“studies have been undertaken on the characteristics and distribution of petroleum-

degrading microorganisms (Bozell. 1973; Horowitz and Atlas, 1977; Pa'ssman et al.,
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1979; URI, 1980: Atlas, 1981; Payne et al., 1981). Because of the complexity of the
process, most studies of microbe/hydrocarbon interaction are conducted under con-
trolled laboratory conditions, and the results may not be applicable to the marine
environment (Atlas and Bartha, 1972; Solig and Bens, 1972; URI. 1980).

3.2 Algorithms Selected For Evaluation
Five existing oil spill models were selected for evaluation on the basis of their
relevance and applicability to modeling partitioning processes considered in the SMEAR
model. The models selected are:
1) The SAIl model (Kirstein et al., 1983; Payne et al., 1984).
2) The USC/API model (Kolpack et al., 1977).
3) The VKI model, recently presented at the 1985 Oil Spill Conference
(Rasmussen, 1985).
-4) The ASA model (Spaulding et al., 1982a-d; 1983; 1985): also known
in parts as the URI model.
5) The University of Toronto (UOT) model (Mackay and Leinonen, 1977;
Mackay et al.. 1980a.b). |
The partitioning processes considered by each model are summarized in Table
3.4. Briefly, all five models contain algorithms describing the processes of spreading,
evaporation, emulsification, and dispersion. None of the selected models at this time
contains an expression which describes the process of adsorption/desorption of oil or
oil buoyancy. although the USC/API model does consider the process of oil sedi-
mentation, and the VK| model considers the upwelling of dispersed oil to the surface.
The dissolution process is treated directly only in the USC/API and UOT models,
although several of the models-address this process in the form of chemical dispersion.
Payne et al. (1984) have developed a separate code to calculate the amount of oil
which will dissolve in seawater. However, this code is not included in the SAl model
itself. Only the USC/API model considers biodegradation and photooxidation
processes. The inherent components and mathematical algorithms employed by the
five models are briefly summarized below. It will become apparent in the following
discussion that the approaches employed by several of the models to describe a single
process are either the same or differ only slightly, which greatly simplifies the evalua-

tion and recommendation process.
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Mlodel
ymputerized partitioning model integrates the processes of evaporation,

wilisification, and spreading to predict the mass balance and composition

ing in a slick as a function of time and environmental parameters.
modeled according to the thick/thin approach (Mackay et al., 1980a),

The evaporation process is

rh the pseudocomponent approach, whereby the oil is characterized as a

ocarbon fractions which are grouped approximately by their boiling points
at different rates, thus changing the density of the slick over time.
Isification and dispersion processes are treated empirically. through first-
In addition,
| computes in situ viscosity of spilled oil which may be a useful param-

to considering spill cleanup options.

immary of models and associated components to be evaluated for incorporation into the

SMEAR model.
Model

(1) (2) (3) (a) (5)

SAl USC/API VKI ASA uoT
Spreading X X X X X
Evaporation X X X X X
Emulsification/ X x x x x

Deemulsification

Dispersion X X X b X
Dissolution b X
Adsorption/Desorption
Biodegradation - X

Kirstein et al. (1983); Payne et al. (1984)

Kolpack (1977): Kolpack et al. (1977): University of Southern California (1977)
Rasmussen (1985)
Spaulding et al. (1982a-d}
Mackay and Leinonen (1977); Mackay et al. {1980a)

3.2.2 usc/
This is

APl Model

a complex theoretical model which incorporates algorithms for nine

processes [advection, spreading. evaporation, dispersion, dissolution, emulsification, bio-

degradation, s

edimentation and photo(auto)oxidation] and contains both trajectory and

partitioning e‘lements. Spreading is modeled ‘as a time—dependent change of slick
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radius based on the spreading model of Cochran and Scott (1971). which considers
only the inertial and surface tension phases and neglects other components of Fay's
three-phase spreading. The evaporation component is expressed from theoretical
considerations as a function of sea surface turbulence, wind speed, and the molecular.
weight and vapor pressure of the oil fractions. Rates of dispersion, dissolution, and
emulsification are also formulated as a function of chemical and physical properties of
the oil, along with sea-turbulence characteristics. The USC/API model is one of the
few which includes explicit algorithms for biodegradation (modeled as a function of the
growth and decay of microbial populations) and photooxidation (modeled conceptually

as a function of sun angle. oil thickness, and cloud cover).

3.2.3 VKI/Danish Water Quality Institute Model

This is a computerized weathering model, which was recently presented at the
1985 Oil Spill Conference (Rasmussen, 1985). It consists of three interactive "mod-
ules:” one describing mass-transport processes, another describing heat-transport
processes, and a third describing the physical and chemical properties of the oil. The
mass-transport module takes into account the processes of spreading, dispersion
(horizontal and vertical, including the buoyancy of dispersed oil droplets), evaporation,
and emulsification. The spreading algorithm is based on Fay’'s three-regime theory and
incorporates a term to account for spreading resulting from dispersion. Evaporation is
modeled using an analytical approach, in which loss rate is a function of a diffusion
coefficient which is, in turn, a function of a mass-transfer coefficient and the oil
pressure (Mackay et al., 1980a). Both dispersion and emulsification processes are also
modeled in a manner analogous to the SAl model. A modified pseudo-component
approach is employed in the physical/chemical properties module, whereby inherent
properties of the oil such as vapor pressure are incorporated by dividing the oil into

six fractions defined according to their distillation properties and functionality.

3.2.4 ASA Model

The ASA Model is computerized and has been structured modularly, thus allow-
ing for easy model updating as methodological improvements are developed. It
contains both spill-trajectory and oil-partitioning elements. Processes considered‘ within
the latter category include spreading, evaporation, dispersion, and emulsification.

Spreading is modeled according to Fay’s three-phase regime, but there are also provi-
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sions for specifying only the second-regime spreading .algorithm (i.e.. t'hick/thin
Mackay et al., 1980a).

evaporation described for the SAl model is also used in the ASA model. Dispersion is

'approach of The pseudocomponent approach to modeling

expressed as a function of wind speed and "age”
ical formulation of Audunson (1979) and Audunson et al. (1980), with slight modifi-
ding et al., 1982).
n algorithms of Mackay et al. (1980a). Emulsification is also modeled
per Mackay et al. (1980a).

cations {Spau The user can, as an alternate, also select the empir-
ical dispersio

empirically as

3.2.5 University of Toronto (UOT) Model .

The UOT model has been included in our evaluation primarily for the sake of

of the spill according to the empir-

thoroughness,
in the four pr
the pértitionir
dissolution, a

processes are

as all components of this model are incorporated in one form or another
eviously described models. It is a computerized model, which describes
g of oil according to the processes of spreading, evaporation, dispersion,
nd emulsification. Details on the algorithms used in modeling these

contained in Mackay et al. (1980a).

3.3 Comparative Partitioning Model Analysis and Evaluation
3.3.1 Evaluation Criteria and Approach

The five models selected have been critically a.nalyzed using ‘a quantitative
approach, whereby a set of evaluation criteria, each possessing a numerical weighting.
factor,  have

been applied to each model and a total score tabulated. Rather than

evaluating models as discrete entities, our analysis has focused on individual processes

Yy
(for example

and how they are addressed by each model: thus, all algorithms employed in modeling
This approach greatly
The

a applied and the weighting factors assigned to each are described below.

evaporation) have been considered together.
simplifies components best suited for incorporation into the SMEAR model.

general criteri

Criterion 1:

Adaptability of existing models to the requirements of this project [i.e., applicability to
the surf zone ar '

d beach face (40 points]]

The fez\atures pertaining to adaptability which have been considered are:
1) Ma
pro
Ad:
oil,
Cor

thematical algorithm used in estimating the magnitude of each
cess. '

2) ptability to surf-zone characteristics. particularly agglomeration of
interaction with particles, transfer to beach sediments, etc.

3) npatibility with other OCS transport and weathering models.
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Criterion 2: Degree to which existing models have been verified (10 points)

The degree to which each model algorithm has been applied under different
laboratory or field conditions has been considered. Special consideration has been
given to models successfully applied in estuarine or nearshore environments and models
that have been verified under different climatic conditions (i.e., temperature) (see

section 3.3.2).

Criterion 3: Flexibility of existing models with regard to problem-solving with interactive terminals (10
points)

The following features have been considered:

1) For existing computer models, how user-friendly is the program? How
accessible is it from remote terminals? How flexible is it with regard
to application in specific conditions (i.e.. how many different modeling
parameters can be adjusted to adapt to different environmental site
conditions?

2) For mathematical algorithms, how difficult are they to computerize and
at what cost?

Criterion 4: Availability and attainability of data required for each model (10 points)
The types of data inputs required by individual-process algorithms will influence
their ultimate utility. We have identified the different data input types for each model

and have evaluated them according to ease of attainability.

Criterion 5: Degree to which existing models can be linked to a surf-zone sediment mass-transport
model (30 points)

This analysis consisted of two components:

1) The requirements of ‘the surf-zone sediment, mass-transport model to
produce a SMEAR model (i.e.. the manner in which the mass-
transport and oil-partitioning models can be effectively integrated.

2) The output of all oil-partitioning algorithms. For each partitioning ex-
pression analyzed, the potential output and format have been evaluated
with respect to their compatibility with mass-transport and proposed
SMEAR models. ‘
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3.3.1.6 Summary

A numierical score out of the maximum number of total points has been

assigned to each of the five criteria for each of the model algorithms evaluated. Five
of the eight [Lrocesses considered (spreading, evaporation, dissolution, dispersion, and
emulsification) have been evaluated in this manner. The individual and total. scores
(sum of scores for the five criteria) for each of these five partitioning processes
considered are summarized in Tables 3.5 through 3.9. None of the models selected
adequately addresses the processes of photooxidation, biodegradation, and adso'rptioh/
desorption. Instead of using evaluation tables, we recommend alternate approaches to
modeling these processes and discuss these approaches in the text. Provided below
are brief process-specific summaries of the rationale and justiﬁcation for the scoring.

The top-ranked algorithms for each process will be further evaluated as potential

components of the final SMEAR model system.

TABLE 3.5 MODEL PROCESS: SPREADING. Evaluation of oil-spill partitioning model components.
Numbers in parentheses are maximum number of points allowed for each criteria.

Adaptabliity Degree Flexibility Data Compatibillty - ..

MR(:’;II'OGCh I SMIEAR Verlﬂ.::'a!lon Inler:'clloli Requ:::;‘m“ Sl\‘;lE!:I\R g::::

(40) (10) (10) A"a('l;;;ﬂ"ly (30) (100}

1) SAl 35 10 10 _ 10 ' - 30 " 95
Thick layer '

(Fay. 1971; Mackay et al., 1980a) .

2) USC/API 25 4 1 : 5 25 66 . -
Radial spreading '
(Cochran and |Scott, 1971) : ,

3) VKI 30 10 1 10 25 82
Fay's three-phase spreading ' ' '
(Fay. 1971)

4) ASA 35 10 10 . 10 30 95
Fay's spreading or '
thick layer

5) UOT 35 10 10 10 30 95

Thin and thick layer
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TABLE 3.6 MODEL PROCESS: EVAPORATION. Evaluation of oil-spill partitioning model compo-
nents. Numbers in parentheses are maximum number of points allowed for each criteria.

Data

Model Adap::blllly Deg;ee ) Flextl:;lllly' Requirements Com‘[;al::‘blllly ;olal

Approach ‘ .SMEAR Verlflcation Interactlon Aml":‘;’b"“y SMEAR (1‘;‘;;
(a0} (10) y (10} (10) (30)

1) SAl 40 7 ©10 9 30 96
Pseudocomponent

. {Kirstein et al., 1983)

2) USC/API 25 4 7 7 - 25 68
Theoretical /pseudocomponent
(Kolpack et al., 1977) )

3) VKI 35 5 10 7 30 87
Pseudocomponent : : ' :

4) ASA 40 7 10 9 30 96
Pseudocomponent - :

5) UoT 30 10 7 10 - 25 82
Analytical

TABLE 3.7 MODEL PROCESS: DISSOLUTION. Evaluation of oil-spill partitioning model compo-
nents. Numbers in parentheses are maximum number of points allowed for each criteria.

' Adaptablliity Degree Flexibility - -, Data Compatiblilty
MK:;lroach SMlEAR Verlﬂoc‘allon Iﬁler:‘cllon Requ:r:;nmu SI\‘;lEl:R ;:‘:::
(40) (10) (10) Alla;lllgrlllly (30) (100)
1) SAl ' - --- --- --- - ---
Not considered
2) USC/API 20 4 6 3 20 53
_ Theoretical
(Kolpack et al., 1977)
3) VKI --- - --- --- -
Not considered '
4) ASA '
Not considered

5) UoT _ 30 6 8 10 .25 79
Mass transfer coefficient '
{Mackay and Leinonen, 1977)
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TABLE 3.8 MODEL PROCESS: DISPERSION. Evaluation of oil-spill partitioning model components.
Numbers in parentheses are maximum number of points allowed for each criteria.

‘ Adaptability Degree Flexibllity Requll)raet:lenta Compatibllity — —
Mf\?afa'roach SMEAR Verlticatlon |nter:'ctlon and snwnlé:R Score
(40) (10) (10) Atta(lt;;;)lllty (30) (100)
1) SAl 35 9 10 7 30 91
Mathematical
(Mackay et al., 1980a)
2) USC/API 25 4 : 8 7 28 72
Theoretical : )
(Kolpack et al., 1977)
3) VKI 30 6 8 7 28 79
Empirical '
(Rasmussen, 1985) ‘
4) ASA 35 9 10 7 30 91
Empirical _ .
(Audunson et al., 1980)
or Mathematical ‘
5) UOT 35 9 10 7 30 91

Mathematical

TABLE 3.9 MODEL PROCESS: EMULSIFICATION. Evaluation of oil-spill partitioning model com-
ponents. Numbers in parentheses are maximum number of points allowed for each criteria.

Adaptabiiity Degree Flexibliity Data

Model to of of R“‘“';:;“‘“" com:::xtll:b“"y ;:‘::
Approach_ Sl\(/;%I]\R Verl(f}((:)a)tlon Inle[ria(;:lllon Am(",';;’""y sn(n;(z)t]m (100)

1) SAl 35 .. 8 10 9 30 92
Empirical '
(Mackay et al., 1980a)

2) USC/API 25 4 8 5 25 67
Theoretical/mathematical
(Kolpack et al., 1977)

3) VKI 35 8 10 9 30 92
Empirical (

4) ASA 35 8 10 9 30 92
Empirical

5) UOT 35 8 10 9 30 92

Empirical




48

3.3.2 Model Verification

One of the criteria applied to evaluate the various models available for use in
the SMEAR model is the degree to which the mathematical expressions comprising the
models have been verified by direct laboratory experimentation or through utilization of
data acquired in the field during actual oil spills to verify mathematical constants and
predictions in general. The initial laboratory experimental work conducted to derive
constants or expressions is not considered to be verification runs.

The UOT model has been verified to a greater extent than any others through
both laboratory and field data comparisons. Examples of the degree of verification of
the UOT model expressions are:

1) Spreading algorithms were verified in detail by comparison with field

‘data from JBF (1976) during experimental spills of crude oil (see Mac-
kay et al., 1980b).

'2) Evaporation algorithms were verified in the laboratory using "pan”
evaporation data (Mackay et al., 1980b) under different climatic condi-
tions (i.e., temperature).

3) The output of the UOT model was compared to experimental results
obtained by McAuliffe et al. (1980) in which experimental releases of
crude oil were used to verify the predicted model outputs, and to data
by Boehm et al. (1982) where detailed surface and subsurface oil
concentrations and compositions from the Ixtoc I blowout were avail-
able.

The algorithms which comprise the SAl model have been tested in extensive
laboratory experiments at different temperatures and other conditions. The SAIl model
has not been subject to hindcasting field verification.

The USC/API model contains detailed mathematical expressions derived from
laboratory data but not verified to any great degree using field or laboratory experi-
mental data and minimal hindcast applications to field data in the case of spreading
algorithms have been inconclusive (Huang and Monastero, 1982).

The ASA model has been verified in two real spills--the Argo Merchant
(Spaulding et al., 1982) and after the Ixtoc I spill (Anderson, 1983).

The VKI model has been tested on an experimental spill of 300 m*® of Ekofisk
crude oil in the North Sea. The mass balance of oil and losses due to evaporation

and dispersion were well-predicted by the model.



49

3.3.3 Spreading

Three different approaches to modeling oil slick spreading are employed by the
selected models: Fay's three-phase regime (VKI and ASA models). Mackay's thick and
thin layer approach (SAl. UOT, and ASA models). and Cochran and Scott’s spreading
(USC/API model). Fay's three-phase regime spreading is the most widely applied in
oil-spill simulation models. In fact, Mackay's model is based on Fay's gravity-viscous
equation, with the volume term simply being replaced by the product of surface area
multiplied by thickness. The first (gravity-inertial) regime in the Fay formulation
applies only a few minutes after an oil spill and can therefore be safely discarded for
long-term simulations. Mackay’s adaptation of Fay's gravity-viscous equation allows
for a smooth transition to a terminal spreading thickness. Otherwise, the Mackay and
Fay formulations are equivalent (Mackay et al., 1980a). The terminal spreading behav-
ior of the Mackay formulation makes it more attractive for inclusion in the SMEAR
model:' we have therefore awarded a higher score in this category to the latter, which
is employed in both the SAl and UOT models. The ASA model contains provisions
for specifying either Fay's or Mackay's approach. ASA's variation has been expanded
in relation to SAl's by allowing multiple spillets to exist, thus allowing the
simultaneous evaporation of old (weathered) and new (fresh) oil. On the basis of this
feature, this model has been awarded the highest score for adaptability to SMEAR.
In our evaluation of spreading algorithms, the lower scores for adaptability for use‘ in
the SMEAR model, degree of verification, and data requirements were awarded to the
USC/API model. which employs a highly theoretical and relaﬁ'vel'y unvalidated equation

based on Cochran and Scott’'s dual-phase spreading.

3.3.4 Evaporation

The selected models employ two basic approaches toward modeling evaporation.
Four models (SAl.-USC/API, VKI and ASA) use variations of the pseudo-component
approach described by Kirstein et al. (1983), which simulates evaporation of the oil
through a multicomponent mixture having a range of volatilities, which when combined
in the correct proportions have vapor-pressure properties similar to the parent oil. The
UOT "evaporation model is based on the analytical approach of Mackay et al. (1980a).
in which vapor pressure is expressed as a ?unction of both temperature and fraction
evaporated. The pseudocomponent approach is preferable for incorporation into the

SMEAR model as it yields a more realistic expression for the evaporation rate.
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However, the variation employed in the USC/API model is complex, requires param-
eters not easily obtainable, and is independent of any slick spreading: this algorithm
therefore received low scores in our evaluation for adaptability and data requirements.
The VKI variation employs only six pseudocomponent fractions, while those of SAl and
ASA are both similar and more flexible, employing several additional pseudocomponent
characteristics. The latter two therefore received our highest scores for adaptability to
SMEAR.

3.3.5 Dissolution

Dissolution is frequently neglected in fate models because it accounts for
removal of only a small fraction of spilled oil. Only two of the models selected
directly address the process of dissolution. The USC/API model employs a very
complex formulation for the dissolution process which has proven difficult to verify.
The UOT model employs a simpler, mass-transfer coefficient equation, but is highly
empirical and is based on scant observational data. Of the two, the UOT approach is
preferable for incorporation into the SMEAR model on the basis of its adaptability,

simpler data requirements, and degree of verification.

3.3.6 Dispersion

Several different approaches are employed for modeling oil-in-water dispersion.
The most common. employed in three of the models (SAl. ASA and UOT). consists
of variations of the mathematical formulation of Mackay et al. (1980a}. in which the
mass fraction of oil removed from a slick is related to the fraction of sea surface
covered by breaking waves. The USC/AP| model employs a theoretical equation which
considers dispersion only in the horizontal plane and lacks physical characterization of
vertical dispersion mechanisms. This approach represents a severe limitation in the
present application. and the USC/API effort was therefore awarded our lowest score
with regard to adaptability to SMEAR. The VKI model uses an empiricél approach in
which dispersion is a function of wind speed and age of the spill. The ASA model,
in additon to the Mackay formulation, also contéiné provisions for specifying an
empirical approach similar to the VKI model, which is based on the empirical
formulation of Audunson et al. (1980). With exception of the USC/API model, all of
the above dispersion algorithms have received comparable verification and have similar

data requirements. Mackay's mathematical approach, though highly empirical, has been
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adjudged to be the best available at the present time, although the simplicity has been
awarded to the ASA, UOT and SAIl models, all of which employ Mackay's mathe-

matical approach.

3.3.7 Emulsification ,

The exact mechanism by which emulsification occurs is not well understood. and
as a result, the few formulations developed to model this process contain a high
degree of empiricism." Two basic approaches are employed by our selected models.
The USC/API emulsification model is based on theoretical considerations. and its
complex formulation involves numerous parameters and required extensive input data.
Attempts to verify this model (Kolpack et al., 1977) ‘have yielded ambiguous and .
inconclusive results, and we conclude that it is not suitable for incorporation into
SMEAR. The remaining four models employ variations of the empirical approach of
'Mackéy et al. (1980a), in which emulsification is modeled through a simple, first-order

equation and is a function of two or three specified constants.

3.3.8 Adsorption/Desorption

This partitioning process, which would be expected to.be highly significant in
coastal SMEAR situations, is not adequately addressed by any of the models selected.
Only the USC/_Ai’I model contains an expression for the sedimentation of oil, based
on the settling velocity models of Gibbs et al. (1971). This model is totally un-
suitable for incorporation into SMEAR as it does not consider the turbulence condi-
tions and high-particle loadings encountered in a surf zone. In light of the apparent
absence of applicable oil/SPM predictive algorithms, new or emerging models may have
to be considered and, if necessary. modified for incorporation into SMEAR. Two such
models are briefly discussed in the following paragraphs.

One recently completed study at the Massachusetts Institute of Technology
(MIT) examined the effect of several factors on the uptake of crude oil in marine
sediments (Wilson, 1985). The MIT study found that both salinity and sediment-
particle size are important in determining the amount of oil which might become incor-
porated into sediments following a spill. consistent with previous results. According to
the MIT results, seawater reduces oil uptake by about 50 percent relative to fresh-
water, and the smaller sediment-size fractions (which are also most susceptible to

resuspension and thus would account for a sizeable fraction of the “standing crop” in
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a coastal environment) account for the greatest oil uptake. Although any mathe-
matical algorithms and/or constants generated as part of this study are likely to be
highly empirical, they may represent the most current data available and should be
scrutinized for adaptability to SMEAR (a copy of the final report of this study is
presently being solicited for further evaluation).

Another modeling study which is examining the effect of suspended particulate
matter on the fate of oil in the water column is presently being undertaken by the
SAl corporation under contract to Minerals Management Service. Although still in the
development stages, this model is being developed with the express intent of incorpo-
ration into SMEAR. Data is currently being generated for use in a series of conti-
nuity eduations for the oil and particulate species of interest at expected open-ocean
conditions. The equations describe the spatial change in the concentration of either a
“molecular-specific oil species or pseudocomponent in terms of a turbulence dissipation
rate and an oil/SPM interaction rate. A submodel designed to calculate either
sediment flux from the sea bed or suspended-sediment concentrations resulting from
resuspension is also being developed as part of the oil/SPM interaction algorithm. It
appears that this model. once completed, could be highly adaptable to the SMEAR
model under development. Once model formulation is completed, it should be closely
scrutinized to determine exactly how it may be inc;)rporated into SMEAR. In partic-
ular, close attention should be paid to how this model {or any other adsorption/desorp-
tion algorithm considered) addresses (1) high SPM loadings. (2) agglomeration, and
(3) desorption of beached oil.

3.3.9 Photooxidation

Photooxidation is negligible as a weathering/partitioning process over the first
few days of a spill from a mass-balance standpoint, but its effects could become
noticeable after a week or longer. The primary effect in a coastal SMEAR situation
would be removal of the parent oil through the dissolution of products. Photo-
oxidation could also produce changes in viscosity, spreading, and emulsification tenden-
cies of the oil. Because this process is considered to affect less than 1 percent of
the total mass, it has been generally disregarded in partitioning models. The USC/
APl model employs a simple conceptua. formulation to calculate a rate of photo-
oxidation, based on the sun angle, cloud cover. and slick thickness. This approach is
not entirely satisfactory, as it disregards the complex kinetics of the process and also

does not consider the effects of oil composition and other environmental factors.
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In a recent review by Payne and Phillips (1985), the mathematical algorithms
employed by Zepp and colleagues for the estimation of photooxidation-rate constants
and organic-compound half-lives were favorably regarded. Their approach employs solar
irradiance of surface and subsurface waters at specific. absorption wave lengths and-
known molar absorptivities to calculate first-order rate constants {(and subsequently
half-lives) for individual organic compounds. This empirical approach also has several
inherent shortcomings--primarily that it relies on known properties of specific organic
compounds and does not take into account real-world environmental factors such as
cloud cover and sensitization by naturally occurring, dissolved humic substances. It
could, however, be adapted for incorp‘oration into SMEAR by assigning molar
absorptivities to pseudocomponent fractions of the spill oil to calculate photolysis-rate
constants, which can then be applied in simple, first-order equations to arrive at photo-
oxidation rates. But, in conclusion, it is recommended that photooxidation not be
included in SMEAR because photooxidation is longer tem than the balance. of the
other SMEAR components, and the modeling approach to it is uncertain. It could be
added later should our knowledge of this process be sufficiently increased.

But, in conclusion, it is recommended that photooxidation not be included in
SMEAR because it is longer term than the balance of the other SMEAR components
and the modeling approach to it is uncertain. It could Be added later should our

knowledge of this process be sufficiently increased.

3.3.10 Biodegradation

Biodegradation, like photooxidation, is generally a slow process (although see
Gundlach et al., 1983) which only becomes significant once the other partitioning/
weathering processes have been. fully manifested. It is generally accepted that there
are no adequate rate models for biodegradation of spilled oil, despite the fact that
numerous biodegradation studies of organic compounds have been conducted. The
USC/API model attempts to describe the growth and decay of microbial populations
associated with spilled oil, but. not the rate at which biodegradation occurs.

It is possible that in a coastal SMEAR situation, biodegradation could become a
significant fate process, depending on the "age” of t:he spill. The degree of
biodegradation, while slow and .perhaps relatively negligible when considering waterborne
oil, may be significant when oil is left deposited on the shoreline. Extensive field

data, obtained by Boehm (1984; and references therein) as part of the Baffin Island
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Oil Spill (BIOS) program, indicated that beached oil was affected by biodegradation in
a two-week time period and extensively over a 12-month time period. [If the SMEAR
model is run for long time periods. a simple, first-order equation could be used to
model this process given the lack of predictive algorithms. Though highly empirical.
this approach is preferred over the similar but slightly more rigorous kinetic models
used by Baughman et al. (1980) and Paris et al. (1981). in which biodegradation rates
are a function of both bacterial and substrate (in this case. oil) concentrations, for
two reasons:
1) The latter would require data on microbial biomass in the oil. which
in the present application would prove to be limiting.
2) If rate constants can be extrapolated from data of Lee and Ryan

(1983). the proposed approach will address the combined effects of

both photooxidation and biodegradation.
One significant limitation of this approach is that the data of Lee and Ryan (1983)
are based on degradation rates of specific, polycyclic aromatic hydrocarbons, which
disregard both. the complexity of petroleum aromatic hydrocarbons and degradation of
nonaromatic petroleum hydrocarbons. Alternatively, a more complex approach could be
adopted, whereby extrapolated degradation-rate constants could be assigned to specific
pseudocomponent fractions corresponding to the spilled oil. The sum of degradation
rates for the individual pseudocomponents would represent the overall degradation rate.
This approach has some appeal, but would result in the introduction of even more
empiricism and uncertainty. Until our understanding of biodegradation is increased, it

is recommended that it not be included in the final SMEAR model.

3.3.11 Additional Considerations

In the preceding discussions, predictive algorithms for several of the partitioning
processes under consideration were found to be either unavailable or inadequate (e.g..
for photooxidation processes). It is probable that this will also be the case when
considering algorithms which model weathering processes for beached oil. For example,
most of the oil-partitioning models examined in the present evaluation were developed
to address the fate of oil in or on water. This modeling approach will likely be
inappropriate when considering the fate of oil stranded on a sandy/silt sediment or a
hard substrate (rocky coastline). For these spill scenarios, it may become necessary
to propose and develop alternate modeling approaches or to extensively modify existing

models.
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3.4 Summary and Recommendations _

Table 3.10 contrasts the evaluation scores awarded to _thé five models for each
of four partitidning -procésses—-sp_reading. evaporation, emulsification, and dispersion. |t
is evident from this comparison that the ASA and SAIl models have consistently re-
ceived the highest individual and cumulative scores. and it is therefore recommended
that these algorithms be considered for coupling with the top-ranked, sediment-
transport models. As the SAl model has been extensively studied by NOAA and
MMS and as many investigators are familiar with the SAl model. we recommend that
this model be adapted for use in the SMEAR model. With regard.to the other four
partitioning processes, we recommend the following: '

1) Dissolution should not be addl_'e§sed using a separate series of mathe-

matical algorithms.

2) The adsorption/desorption algorithms contained in either the recently

' completed MIT study or the ongoing SAl study should be considered
for incorporation into the SMEAR model. The SMEAR model will
account for gross mixing of oil in sediment with a separate algorithm.

3) Photooxidative processes should be disregarded since they are con-
sidered minimal, are longer term that other SMEAR components, and
are..generally poorly understood.

4) Because the SMEAR model is oriented. toward predicting events having
less than three months’ duration, it will not include an algorithm to

account for biodegradation (as outlined in Section 3.10 above).

TABLE 3.10 Summary of evaluation scores for four model processes. Although the ASA model ranks
equally with the SAl model, it is recommended that the latter be adapted into SMEAR as the SAl model
has been extensively studied by MMS and NOAA and that many .investigators are familiar with it.

Model
(1) (2) 3) (4) (5)
SAl USC/API VKi . ASA uoT
Spreading - -9 66 82 95 95
Evaporation o 96 68 _ 87 96 82
Emulsification 92 67 92 92 92

Dispersion 91 72 79 ' 91 91

Average Scores © . 935 683 85 93.5 1 90.0
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4.0 ANALYSIS OF OIL/SHORELINE INTERACTIONS

Section 2 of this report presents an evaluation of the models that are capable
of represénting the transport of oil in the surf zone while Section 3 evaluates oil-spill
chemical partitioning models. The combination of these two models essentially brings
the oil adjacent to. but not onshore. The next stage is to bring the oil onto the
shoreline and develop a model representing the processes of oil deposition and removal.
Presently a model for predicting tHe distribution and persistence of oil along shoreline
environments does not exist (although J. Galt of NOAA is able to add a shoreline
absorption factor to the NOAA model: Galt, pers. comm.). For this reason. the
following section describes a conceptual approach to model development, primarily
based on data derived from actual spill incidences as well as the BIOS (Baffin Island

Oil Spill) field-oiling study.

4.1 Conceptual Approach

An oil shoreline model must (1) be generic in application, yet specific enough to
be applied to the Bristol Bay region; (2) take into account different shoreline environ-
ments; (3) indicate spilled oil persistence and reflotation; and (4) incorporate oil
weathering.

The route of model development taken herein is to first describe, in general
terms, the interactions of oil within seven particular shoreline types. Following this is
an analysis of each important factor needed for input into a shoreline model; these are
maximum oil thickness on the beach face and backshore. depth of oil penetration and
oil content in the swash and backshore zones, and rate- coefficients for oil removal
from each shoreline type. Weathering factors, as discussed in the previous section,
continue as the oil is deposited onshore. After oil is removed, it will be again ex-
posed to transport and weathering processes, and has the potential for being redepos-

ited onto a shoreline segment.

4.2 Shoreline Classifications

In order to develop a shoreline oil-spill SMEAR model, some basic information
concerning the shoreline types to be affected is necessary. Few nationwide, or even
regional, coastal classification systems currently exist. The U.S. Fish and Wildlife
Service has developed a simple classification scheme as part of their National Wetlands
Inventory: however, the areas mapped and the classification scheme utilized are too

limited for application to the SMEAR model.
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Fortunately, several geomorphic-based classifications are available as a result of
oil-spill planning work. Over the past seven years, primarily through the support of
MMS and NOAA, a detailed shoreline classification scheme was developed to aid re-
sponse to oil spills (Gundlach and Hayes, 1981). Currently, the areas mapped now
encompass much of the coastal habitats of the United States (Fig. 4.1). This system
classifies shorelines into a minimum of ten types (which are then ranked in order of
potential oil-spill damage). Other classification schémes [e.g.. Woodward-Clyde Consul-
tants (1981) for arctic Alaska, (1982) for northern California, and (1984) for the Chuk-
chi Sea: and ABSORB (1983) for the Beaufort Sea] can also be converted into a for-
mat usable for SMEAR. Although the exact shoreline types vary somewhat between
the northern Bering Sea and south Florida, the majority of types remain the same
from regioh to region. '

For the SMEAR model, limited by budgetary and computer-storage constraints,
seven'major shoreline types would be.utilized. Table 4.1 lists the original shoreline
classification used in Bristol Bay and indicates which types would be combined
together. The proposed seven shoreline types have broad applicability anywhere in the
United States, although oil retention coefficients may vary (e.g.. for northern temperate

marshes versus Gulf of Mexico mangroves. which would be classified similarly).

TABLE 4.1 Percentage of shoreline by type in Bristol Bay and effects of combining shorelines for the
SMEAR model. Original classification is from Michel et al. (1982). These basic shoreline categories are
used throughout most of the mapping series indicated in Figure 4.1. Percentage values are rounded to
nearest whole number and therefore, in this case, equal over 100 percent. *Not calculated in original
report. ;

Percentage
Shoreline Types ' '
Original Classification SMEAR Classification

1) Exposed rocky 3 S 10

2) Wave-cut platform 7

3) Fine sand 3

4) Coarse sand 13 > 16

5) Exposed tidal flat --* v

6) Mixed sand/gravel 16

7) Gravel ' 5 > A
7A) Exposed tidal flat -+ v

8) Sheltered rocky 2 2
8A) Eroding peat scarp 10 10

9) Sheltered tidal flat -4 v
10) Marshes 42 42

Total 101 101
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FIGURE 4.1. Locations for which shoreline classifications are presently available (Jan. 1986).
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4.3 General Description of Oil Interactions

The following contains a brief description of oil distribution and persistence
along each of the seven selected shoreline types: exposed and sheltered rocky shores,
sand and gravel beaches (described together), tidal flats, marshes, and eroding peat

scarps.

4.3.1 Rocky Shores

The environments included in this category are exposed and sheltered rocky
headlands, rock-dominated shorelines, and wave-cut rock platforms.

A diagrammatic representation of oil interactions with a steeply aipping. high-
energy rocky shoreline. based on observations of the Amoco Cadiz and Urquiola oil
spills (Gundlach et al., 1981), is presented in Figure 4.2. Depending upon wave
energy levels, oil will be held approximately 10-30 m offshore of these coastal types by
wave reflection. Therefore, incoming oil will be primarily influenced by alongshore
transport and weathering processes. Under very low wave conditions, a minor amount
of oil may adhere temporarily to the near vertical slope. The relative amount of oil
adherence depends on slope, .biological encrustations, and tidal range (area of expo-
sure). The residence time of deposited oil is usually very brief, on the order of only
a few tidal cycles depending again on wave energy. After reflotation, oil would reenter
the nearshore environment and be exposed to currents. Oil agglomeration onto
suspended particles would be represented by the SPM subroutine.

Sheltered rocky areas are very much different in that the persistence of ail can
be on the order of months to years. depending on wave and tidal energies. It is also
quite common to have a jumbled mixture of bedrock. boulders., and gravel within the
same section of shoreline. Oil is particularly likely to remain within the protected

areas between the rocks.

4.3.2 Sand and Gravel Beach Types

These environments include fine- to coarse-grained sand beaches. mixed sand
and gravél beaches, gravel beaches, and cobble beaches. As referred to in this report
sand beaches include fine- and coarse-grained sand beaches: and gravel beaches include
those dominated by mixed sand and gravel, gravel. and cobbles. Although coefficients
of oil persistence and removal vary with beach type. each of these beaches is basically

similar in terms of oil interactions.



60

KEY FACTORS:

OIL CHEMISTRY
DEG. OF WEATHER

OFF
SHORE BY DEG. OF EMULSIF.

WAVE RUNUP/ Y% WAVE REFLECTION
REFLECT. ’

TIDE RANGE MAXJ\ INCR. D{SPERS./DISSOL.
EXTENT OF OILING.

CALM CONDIT.
LITTLE TO NO SUSP. MATERIAL

" DOMINATED BY BEDROCK/BOULDERS (NO OIL INCORP.)

FIGURE 4.2. Representation of oil interactions along a moderate- to high-energy. steeply dipping. rocky
shore (from Gundlach et al., 1985). "See text for details. REFLECT. = reflection; MAX. = maximum;:
INCR. DISPERS./DISSOL. = increased dispersion/dissolution; SUSP. = suspended: INCORP. =
incorporation; EVAP. = evaporat'f'o‘n: DISSOL. = dissolution; DISP.= dispersion; DEG. = degree;
WEATHER = weathering;: EMULSIF. = emulsification: MHW = mean high water; MLW = mean low
water,
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A depiction of oil inferactions on this beach type is pictured in Figure 4.3.
During a spill, oil will be depdsited.along the upper portions of the beach on an
incoming tide. If tidal levels or the area of swash is high, oil can reach the back-
berm (or backshore) zone. The lower beach will remain free of oil while the tide is
high. As the tide falls, oil may temporarily coat the beach face if oil quantities are
great. On the next incoming tide, rﬁuch of the newly deposited oil will be refloated
and be transported toward the backshore or alongshore. As illustrated in Section 4.5,
the amount of reflotation varies with beach type (e.g.. gravel beaches show less
reflotation than water-saturated. fine-sand beaéhes). In some cases. the incoming oil
may mix with sediment and form slightly buoyant masses ("log rollers or stringers”)
within the shallow, subtidal zone. This oil may be transported along shore, onto
shore, or offshore, depending on nearshore processes.

Oil deposited by -swashes in the upper intertidal beach face or in the backshore
will rémain in place until suffici.ent wave or swash energy reaches this zone to erode
the oiled sediment or mechanically disperse the oil through abrasion (grains rubbing
against each other). If oil adheres to the sediments. oil and sediment together may
be transported to the nearshore zone and be deposited [as at Bay 11 at the BIOS
site in northern Canada (Boehm et al., 1985].

As is discussed in the following sections (and in Gundlach et al., 1978; Hayes
et al., 1979: Gundlach et al., 1981; among others). a major factor influencing oil
longevity and depth of penetration and burial is the grain size (particle-size distri-
bution) of the beach. Gravel- and boulder-dominated beaches naturally offer more
spaces for oil to reside, and since substantial wave action is needed to rework these
sediments, oil persistence tends to be long. In contrast, very fine-grained sands are
easily transported and oll Iongé;fity is shorter. Sediment porosity and permeability are
major factors influencing the ability of the beach to absorb incoming oil; however, the
median grain size is a simpler parameter to measure or estimate (especially during
rapid aerial or ground surveys) and yet provides very reasonable accuracy in terms of
oil-spill interactions (particularly in estimating interactions along large sections of coast-
line). [Porosity is defined as the percentage of bulk volume of material that is
occupied by interstices, whether isolated or connected. Permeability is the capacity of
a material to transmit a fluid.] As information becomes available, it is expected that
substrate perméability and penet.ration. varying with oil viscosity, will be mathemati-

cally modeled.
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OFFSHORE BEACHFACE BACKSHORE

N
LATER RESUSP. RUNUP

PRIMARY. ZON
‘DEPO Il

MINOR OIL/PARTICLE -}« © - .
INTERACTIONSINKING® \ + - * ~DEPY

[F.R'OM INTERTIDAL)

FIGURE 4.3. Oil interaction along a coarse-grained sand beach (from Gundlach et al., 1985). A fine-
grained sand beach would be similar but with a gentler beach-face slope, while gravel beaches are
commonly steeper and with only minor berm development (backshore). MHW = mean high water; MLW
= mean low water; DISSOL./DISPERS. = dissolution/dispersion;. EVAP. = evaporation; RESUSP. =
resuspension: INCR. = increases.
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4.3.3 Tidal Flats

Tidal flats are common features in mesotidal to macrotidal (>2 m tide range)
areas. Sediment size can vary from fine-grained muds and silts as in sheltered estu-
aries, to coarse sand-sized material as in current- or wave-dominated areas. Exposed
tidal flats are particularly common in Bristol Bay since the tidal range is so large (>4
m).

Oil deposition onto a tidal flat occurs as the tide drops, exposing the flat to oil
previously floating on the water's surface. As the tide rises again, most of the oil is
lifted off the flat and transported by local currents. Some oil may bind with the sedi-
ments and remain, although this is relatively uncommon especially when the sediments
are water-saturated. In muddy tidal flat areas. where a high suspended sediment

concentration is likely, oil binding with SPM may cause a portion of the oil to sink.

4.3.4 Marshes
Marsh habitats may occur as a narrow vegetafive fringe or rlnay.cover a broad
éxpanse. The width or areal extent of the marsh influences the oil-holding capacity of
the particular shoreline segment.
Marshes are particularly important in terms of modeling since they:
1) Act as sinks for oil:
2) May have high sedimentation rates which tend to bury oil:
3) Are sheltered, thereby increasing oil persistence;
4) Contain high quantities of suspended matter which increases oil/sedi-
ment transport to the bottom; and
5) Commonly have fine-grained offshore sediments, thereby increasing the
potential for oil incorporation into bottom sediments.

- Areas dominated by marsh vegetation are mostly depositional. Incoming spilled
oil, in turn, acts as sediment and will be deposited on the surface of the marsh. On
the marsh’s surface, oil is prone to evaporation and biochemical weathering. Oil
export from the marsh is minimal because mechanical dispersive processes are almost
absent.

While in or on the surface of the water column, oil will interact with suspended
particles, whereupon it has a likelihood of sinking to the bottom. If the subtidal area
adjacent to the marsh is also fine grained, as within the estuaries affected by the

Amoco Cadiz spill, then substantial amounts of oil can accumulate on the bottom.
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Persistence in these sheltered areas will probably be long term. After three years,
Marchand et al. (1982) found only an approximate 50 percent hydrocarbon reduction in
polluted. subtidal estuarine sediments as compared to over 90 percent in offshore
" sediments.

An estuarine model, depicted in Figure 4.4, includes oil interaction in the chan-
nel, adjacent mud flats. and an upper marsh. The channel contains high concen-
trations of suspended particulate matter which interacts with the oil causing oil sedi-
" mentation and some sinking. The mud-flat portion indicates oil strandihg along the
upper ihtertida' zone with leaching into the flat sediments. The marsh illustration indi-
cates oil deposition on the marsh surface with some leaching and penetration into the
marsh sediments. Some, although minor, oil export occurs during each successive

tidal cycle.

435 Eroding Peat Scarps

Eroding peat scarps comprise ten percent of Bristol Bay coastal habitat. Within
the adjacent Norton Sound. peat scarps dominate in the Yukon/Kuskokwim delta
region. In temperate marsh areas, peat scarps may occur within marshes as along cut
banks and exposed bays. Figure 4.5 indicates four common types of peat scarps (as
observed along the Yukon/Kuskokwim delta). Type (A) represents a straight vertical
shore as found along an eroding cut bank of a river channel. Type (B) represents an
actively and rapidly eroding area where the adjacent tidal flat and the base of the
scarp are completely clear of slump blocks and organic debris. Type (C) contains
slump blocks along the flat as well as the base of the scarp. Organic debris is
common along the base of the scarp. Type (D) represents an area in which the peat
or organic base material is somewhat firmer so that a smaller scarp leading onto a
sloping peat base is present. The sloping area (composed of peat) is highly grooved.

Although eroding peat scarps are a relatively common feature along the coastal
environments of the Bering Sea, there is no information concerning their actual inter-
action' with spilled 6‘i|. For the purpose of the SMEAR model, and until confirmed
from field data, the following can be postulated. ‘Basically oil persistence depends on
the erosion rates of the area. Most peat scarps, by definition, are located in actively
erosional areas so persistence will be minimal providing that the incoming tide again

reaches the oiled zone.
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FIGURE 4.4. Depiction of oil interaction within a fine-grained estuary composed of a main channel
(with mud-dominated bottom sediments) lined by tidal flats and a marsh (from Gundlach et al., 1985).
EVAP. = evaporation; DEPOS. = deposition; OIL LEACH AND PENETR. = oil leaching and
penetration; MLW = mean low water; MHW = mean high water; DISP. = dispersion; DISSOL. =
dissolution; SUSP. = suspended.
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' FIGURE 4.5. Typical eroding peat scarps of the Yukon/Kuskokwim delta.
Type (A). Vertical scarp as along cutbanks.
Type (B). Clean scarp leading onto a fine-grained tidal flat.
Type (C). Slump blocks and organic debris at base of scarp.
Type (D). Low-lying peat fronting a smaller scarp.
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The capability of the area to accumulate oil will probably depend on which
scarp type it is. Type (A) is essentially vertical and will be similar to a vertical
rocky shore with minimal oil thicknesses able to accumulate before running off. Type
(B) will act similarly but with a concentration of oil remaining at the base of the
scarp until washed clean by wave or tidal action. Type (C) is able to accumulate
more oil in and around the slump blocks and within the resident organic debris. Type
(D) offers a more gentle slope on which oil might temporarily reside.

Within the Bering Sea, peat bluffs in direct contact with the sea during normal
tides are basically unfrozen or contain only small ice lenses. However, along the
Beaufort Sea, permafrost bluffs with a large ice content are common (Lewellen, 1970;
Cannon and Rawlinson, 1981). Because of its similar form and commonly high
erosion rate, permafrost bluffs will be considered equal to vertical peat scarps, at least

until additional data are evaluated.
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4.4 Calculation of an Oil-Holding Capacity

As spillets contact the shoreline, beaching or oil stranding is possible. During
‘onshore winds, it becomes possible to place a large quantity of oil on a given section
of shoreline. Based on observed oil spills, the capability of the beach to hold all
incoming oil is limited. and once this limit is reached. oil will remain offshore and be
exposed to longshore transport processes (see photo in Figure 4.6 from the Amoco
Cadiz spill). .

The r;n_aximum amount of oil that can be contained on various beach types is
dependent on surface oil thickness, extent of oil incorporated into backbeach sediments,
and beach slope. It is important to establish this quantity for a particular site in
order to realistically model major spills.

Since temperature .and oil type play such a large role in influencing the surface-
oil thickness and subsurface-oil penetration, a division of oil types based on viscosity
appears to be in order. [Example: as Arabian light crude emulsifies, it can change
from a viscosity of 10 to 9.000 centistokes (cst) after 168 hours (CONCAWE, 1981).]
A preliminary division of oil types by viscosity follows:

1) Low-viscosity oils: <30 cst (gasoline, kerosene, fresh light crude, and

light fuel oils).

2) Mid-viscosity oils: 30-2,000 cst (most crudes plus light bunkers).

3) High-viscosity oils: >2,000 cst (weathered crudes, and heavy plus

heavy bunkers).

During the running of SMEAR, viscosities will be calculated.

4.4.1 Surface Oil

Surface oiling .of the shoreline can occur throughout the tidal range and into the
splash and swash zones. Incc;ming oil in large quan.tities tends to "pile up” on the
beach (see Fig. 4.7 from Galt. 1978). In the SMEAR model. oil accumulation would
occur by the time-step addition of incoming oil (provided the appropriate environmental
conditions exist}). Gravity, in turn, causes oil to flow downslope and be absorbed into

the beach. creating thin surface oil layers.
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FIGURE 4.6. “Aerial photograph from the Amoco Cadiz oil spill illustrating the limited capability of a
beach to hold spilled oil. The beach face (1) is entirely covered with oil. while oil remaining offshore on -
the water's surface (2) is exposed to nearshore transport processes.
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FIGURE 4.7. Suggested cross-section through an oil pool held against the beach face by wind and
wave stress (from Galt, 1978).
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Data from three major oil spills were researched to determine approximate maxi-
mum surface oil thickness on four major beach types. (Data for oil thicknesses on
rocky shores and peat scarps are not available.) In each case, data were derived from
field measurements such as illustrated in Figure 4.8. Data from the Amoco Cadiz are
published (Gundlach and Hayes, 1978). while that from /Ixtoc I and Urquiola are
derived from field notes and sketches. Only measurements on moderately to heavily
;)iled beaches were used in this evaluation. Extremely high values, representing scour
pits or other minor geomorphic features, were not included. The number of oil
observations for each shoreline type vary greatly and indicate a need. if this approach
is considered valid, for additional "spill-of-opportunity” data.

Viscosity of the oil varies by oil type and ambient temperature and also
influences the thickness of oil measured on a beach. For the Amoco Cadiz and
Urquiola, the oil type was Arabian crude, spilled in a cool (5-15°C) temperate
environment. The Ixtoc / spill consisted of Campeche crude spilled under tropical (25-
35°C) temperatures. Particularly on sand beaches, the Campeche crude formed thinner
layers. Observations at a spill of opportunity in Alaska with Alaskan crudes, would
enable a better maximum oil-thickness characterization. It should also be noted that
(1) as an option, actual values can be used to replace the previously determined
thicknesses, and (2) the following information reflects data in the public domain.
Default values for other oil types are estimated at the end of this subsection. |

Results of the surface crude-oil analysis are presented in Figures 4.9-4.11. For
these light-to-medium crude oils (considered as mid-viscosity oils), a summary of mean
values and standard deviations (to provide a reference to the degree of data variability)
for each shoreline type are presented in Table 4.2. Considering rocky cliffs to have
only a thin coating on a near vertical surface, a value of 2 mm was estimated. A
slightly higher value of 4 mm was estimated for the eroding peat scarp on the
premise that (1) oil could bind to the organic peat material, and (2) lesser slopes
were possible particularly with type (D). A value of 5 mm, less than beaches but
more than double that of exposed rocky shores, was estimated for sheltered rocky
shores since it is composed of sheltered pockets (which tend to concentrate oil) and

vertical rock surfaces (from which oil will drain off).
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FIGURE 4.8. Example of information used in determining maximum oil thicknesses on beaches (Amoco
Cadiz, from Gundlach and Hayes, 1978). '
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Estimates for probable, maximum oil thickness on each shoreline type for oils
other than light to medium crudes are also estimated in Table 4.2, based on the
premise that all oils can be concentrated along the shore so thicknesses are greater
than on the sea surface. Light oils (diesel. kerosene, jet fuel, No. 2 oil. gasoline, etc.)
tend to form very thin layers and are greatly affected by all water movement (whereas
crudes and heavy oils can effectively dampen swash motion).A Heavy oils (either heavy
crude or bunker oils) generally tend to form thicker surface layers on beaches than
light- to medium-grade crudes [e.g.. as at the Alvenus spill (1984) of heavy

Venezuelan crude along Galveston lIsland].

TABLE 4.2 Oil thickness for each shoreline type. For mid-viscosity oils, -most values are measured
(data  sources are indicated in the text). NA indicates data not available because thickness value was
‘not field derived. Values for light- and heavy-viscosity oils are estimated and are meant to be
proportionately correct to each other and to light-to-medium viscosity oils for which data are partially
available. Typical low-viscosity oils (<30 cst) are kerosene, gasoline, and diesel fuel. Typical heavy-
viscosity oils (>2.000 cst) are heavy bunker oils, heavy crudes, and weathered crudes. Typical mid-
viscosity oils {30-2,000 cst) are most medium-to-light crude oils and light bunkers.

Medium-Viscosity Oils Light Oil Heavy OQil
Shoreline Type Thickness Standard Thickness Thickness
Deviation _
(mm) (mm)  (mm) (mm)

1) Rocky cliffs (exposed) 2 NA 0.5 2
2) Sand beaches 17 19 4 25
3) Mixed sand and- gravel 9 11 2 15
4) Tidal flats 6 6 3 10
5) Rocky shore (sheltered) .5 NA 1 10
6) Marshes _ 30 14 6 40
7) Eroding peat scarps 4 NA 1 10

4.4.2 Subsurface Oil

Oiling of sand and grawvel_ subsurface sediments. commonly called buried oil,
most often occurs in the back-berm areas or along the upper swésh zone. Under
maximum oiling. there exists the potential for the entire swash zone to absorb oil (as
subsurface oil). The total, subsurface oil-holding capacity .is. therefore, based on the
depth of oil penetration, the oil content of the sediment and the width of the swash

zone. Each of these factors is discussed in the following sections.
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Along the upper part of sand and gravel beach types. incoming oil has the
tendency to percolate or sink into the sediments. The depth of penetration is
dependent upon such factors as grain size, sorting, compactness, water content of the
beach sediments, level of the water table, and the degree of oil/sediment mixing
caused by wave or tidal action. ‘A compacted. clay-dominated tidal flat saturated with
water is the most resistant to oil penetration, while a dry, well-sorted, cobble-
dominated shoreline has an enormous capability to incorporate oil. While there are no
data available for oil on exposed peat scarps. it can be surmised that (1) penetration
of oil into the peat is limited because of its compact nature and (2) burial is non-
existent since the shoreline type is erosional. Likewise, burial does not occur along a
sheltered rocky shore, although oil may percolate into the substrate if it is boulder
dominated. However, for the SMEAR model, it is recommended that subsurface oil be
neglected along all rocky shores.

"For this analysis, original field data from the Amoco Cadiz and Ixtoc I oil spills
and published data from the Urquiola spill (Gundlach et al.. 1978) were consulted to
determine the range and average depths of penetration in sand and mixed sand and
gravel beaches. Amoco Cadiz data were derived from photographs of trenches cut into
oiled beaches. Field sheets were analyzed to obtain the /xtoc I data. Beaches from
all three spills were subdivided into categories of fine sand, medium sand, coarse sand
(grouped as sand beaches); or mixed sand and gravel, gravel, and cobble (grouped as -
gravel beaches).

A graphic plot of the results obtained from each spill is presented in Figure
4.12. Average penetration was found to be limited to 5 cm within sand beaches and
to 18 cm within gravel beaches. In a laboratory study, Harper et al. (1985) found a
similar relationship of increasing penetration with grain size for sandy tidal flats.
Although these values are based on observational data, it is expected that the depth
of penetration will be computationally determined, based on such factors as hydraulic
conductivity, intrinsic permeability, fluid density and viscosity, gravity, water table level,

and oil/sediment mixing.

4.4.3 Subsurface Oil Content
The buried-oil zone along the upper beach includes both oil and sediment. To
determine the oil content, three spill incidents for which data were available were

analyzed:
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1) Metula. Blount (1978) measured the oil content of a variety of oiled
beach and tidal flat sediments (but analyzed lightly oiled as well as
heavily oiled sediments).

2) Ixtoc I. Six samples (4 heavily oiled. 2 moderately oiled) were
analyzed and reported on by Gundlach and Finkelstein (1981).

3) Alvenus. Four heavily oiled samples were analyzed by Conoco Oil
Company as part of the U.S. federal spill-response effort (unpublished).

"Results of this analysis are presented in Figure 4.13. The average volume percent oil
is 9.8 for sand beaches and 8.3 for gravel beaches. Because Blount (1978) analyzed
both lightly and heavily oiled gravel beaches, the value for the gravel beaches is
artiﬁcial'ly low. The combined values for the sand and gravel beaches together is 9
percent (by volume), a value that more appropriately represents beaches in general.

In addition to beaches, oil can also penetrate or become incorporated into marsh
and tidal flat sediments. Boehm (1982) reported on a series of core analyses of both
marshes and tidal flats after the Amoco Cadiz spill. Oil was commonly noted to a
depth of 15 cm. The maximum concentration (pyrogenic and Amoco Cadiz oil)
reached 22,000 pg/g. although more average concentrations were less than 1,000 ug/g
or one part per thousand. A recent laboratory study of tidal flat sediments (Harper
et al., 1985) also showed relatively low (<1 percent) oil uptake in water-saturated
sediments exposed to air for 12 hours or less. Oil incorporation. limited to 3 cm or
less, increased to near 5 percent oil as the flat was artificially exposed to air for 15
hours or longer. Because these values are so low relative to the previous assump-
tions made in the model, it appears best that the model neglect oil incorporation into
subsurface tidal flat and marsh sediments. (In contrast, the very slow removal rate

and possible thick accumulations make marsh surface oiling extremely important.)
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FIGURE 4.13. Measured depth of oil pénetration.
from Amoco Cadiz, Ixtoc I, and Urquiola oil spills. [x = mean, on-i = standard deviation. n = number

of observations|
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in heavily oiled sand and gravel beaches. Data are
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4.4.4 Sample Calculations

Since the thickness of surface and subsurface oiling has been determined, the
maximum oil-holding capacity of each shoreline type is dependent of the slope of the
shoreline. For exposed rocky shores a near vertical slope (80°) is postulated, while
marshes and tidal flats are assumed to be horizontal (actual values can be ihput into
SMEAR). The slope of sand and gravel beach types can vary considerably depending
on grain size, wave length, and wave steepness. For coarse-sand beaches{(0.5—1.-0
mm). Bascom (1951) found that slopes can vary 8-15 percent. Fortunately. some
profile data from Bristol Bay are available and can provide an approximate default
value if exact slopes are unknown. Profiles for sand and gravel beach types from
Bristol Bay are presented in Figure 4.14. Typical beach-face slopes are 5 percent for
sand and 9 percent for gravel. The sand beach type typically has a flatter, back-berm
area (2.3 percent slope). while the gravel type does not.

‘The calculations in Table 4.3 are provided solely as sample methodology to
derive the maximum holding capacity. For SMEAR. accumulations onshore will be
added in time-step fashion (under appropriate environmental conditions) until the
maximum holding capacity is reached. For all beach types, the calculations are based
on a 4-m tidal range and a 1-m swash zone height (8h). with the hypothetical swash
extending 0.5 m (Ah) into the flatter backshore of the sand beach type. Since the
area of marsh and tidal flat environments that could be potentially oiled is not only
related to tidal range or swash height (as in a fringing marsh perched above a narrow
tidal flat), arbitrary 10 m and 20 m, respectively, oiled zones were used as examples.
The calculations refer only to oil deposition: removal coefficients are discussed in
Section 4.5.

From Table 4.3, it is evident that sand beaches can contain the largest quantity
of deposited oil (2.16 m3/m width of beach), primarily because of the wide, gently
sloping beach face available for coating. Gravel beach types have steeper slopes,
thinner oil coating across the beach face, but greater penetration in the upper swash
zone. They are second in average capacity to absorb incoming oil (0.68 m®/m). The
hypothetical fringing marsh (10 m width) is next with an a\)erage spilled-oil capacity of
0.30 m®*/m. Rocky shores, with no oil penetration and steep slopes, contain very little

oil (0.01 m3/m) considering the same tidal range and swash factors.
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TABLE 4.3 Examples of a maximum holding capacity for each shoreline type based on a 4-m tide
range having a 1-m (Ah) swash. Surface distances are assumed (*) for tidal flats and marshes. The
order of filling compartments on the sand and gravel beach types is (1) swash zone buried. (2) beach-
face surface, and (3) swash surface. NA = not applicable. Values are given as cubic meters oil per
linear meter shorefront.

Sand Tidal

Rocky Beach Face  Backshore Gravel Flat Marsh
SURFACE OIL
Beach slope (degrees) 80 29 1.3 5.1 0 0
Tidal range + swash (vert., m) 5.0 45 0.5 5.0 5.0 5.0
Surface distance (m) 5 90 22 56 20* 10*
Oil thickness, avg. (mm) 2 18 18 9 6 30
Oil thickness, +1 SD NA 34 34 20 0 16
Oil thickness, -1 SD NA 2 2 0 12 44
Total Avg. [m3/m] 0.01 1.62 0.40 0.50 012 030
Total (+1 SD) NA 3.06 0.75 1.12 0 0.16
Total (-1 SD) NA 1.80 0.04 0 0.24 0.44
SUBSURFACE OIL
Beach slope (degrees) NA 2.9 1.3 51 NA NA
Swash range (vert., m) NA 0.5 0.5 1.0 NA NA
Swash zone distance (m) ~ NA 10 22 1 NA NA
Oil penetration, avg. (cm) NA 4.8 4.8 17.8 NA NA
Oil penetration, +1 SD NA 9.7 9.7 353 NA NA
Oil penetration, -1 SD NA 0 0 0.3 NA NA
Oil content (%) NA 9 9 9 NA NA
Total Avg. [m3/m] NA 0.04 0.10 0.18 NA NA
Total (+1 SD) NA 0.09 0.19 0.35 NA NA
Total (-1 SD) NA 0 0 0 NA NA

Rocky Sand Gravel 1';:::' Marsh
GRAND TOTALS (m3/m)
Minimum (-1 SD) 0 1.84 0 0 0.16
Average 0.01 2.16 0.68 0.12 0.30

Maximum (+1 SD) NA 4.09 1.47 0.24 0.44
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4.5 Fate of Beached Oil (Estfmation of Oil Removal Coefficients)

A method for determining maximum oil-carrying capacity and corresponding esti-
mates for several generic shoreline types has been given in the previous section. This
section discusses modeling of oil removal (or the inver_se.' oil persistence).

During an ebbing.tide. oil has the potential for being deposited on the shoreline.
During a rising tide, the newly deposited oil most commonly is again refloated, varying
with beach type, degree of mixing with sediments (i.e.. causing_ a density change in
the oil). and wave action. Although observational evidence of this occurrence is com-
mon, few measurements of the amount of oil removed per day or per tidal cycle are
available. Diagrams taken from the Amoco Cadiz spill are presented in Figures 4.15
and 4.16. Figure 4.15 illustrates oil lifting off of a tidal flat and beach during the
first weeks of the spill. but as the oil lost volatility and picked up sediment, less
reflotation occurred. Figure 4.16 illustrates oil reflotation occurring on a compacted,
well-sorted, and water-saturated, fine-sand beach. Reflotation over muddy tidal flats is -
illustrated in Figure 4.17 (from Allen et al., 1978')..

The g_reatest extent of reflotation occurs in cases where a thin layer of water
(as in water-saturated sands or muds) lies between the oil and sediment and actual
oil contact with sediment is minimal. As this contact increases. as when the beach is
dry (upper berms) and coarser grained (coarse sand, gravels, and cobbles), the sheet
layer of oil (which aids reflotation) is broken, and oil can adhere to or mix into the
sediments, thereby greatly reducing reflotation.

‘Although the general processes of reflotation are fairly well understood. there is
only limited data from which to determine the rate at which this occurs. Additional
complications may also arise because of unusual climatic conditions, an efficient clean-
up operation., minor geomorph'“ifé occurrences (e.g.. offshore islands causing tombolos
where natural oil removal slows markedly), etc. Nevertheless, in order for SMEAR to
work, realistic estimates of oil removal rates are necessary.

Based on personal observations of oil removal and affecting processes at several
major spills (Gundlach et al., .1978: Gundlach and Hayes, 1978; Gundlach and Finkel-
stein, 1981; Gundlach et al, 1979: Gundlach et al., 1981; Gundlach et al., 1983) and
from the Canadian BIOS study (Woodward-Clyde, 1981), a series of removal coeffi-
cients are defined for each of the seven shoreline types that have been previously
described. The removal coefficient (Kf) is based on application in a simple. first-order
equation that defines the estimated daily rate at which oil will be removed from the

shoreline. . This equation is as follows:



85

FIRST WEEK AFTER SPILL
LOW TIDE HIGH TIDE (NEAP)

ONE MONTH AFTER SPILL

LOW TIDE

LS very little
o ;Pri??'d i oil on water

sediment - 'gh hde i

sediment - ™ overrsh Tine no resuspension

D]

FIGURE 4.15. Examples of oil on a coarse-sand beach and tidal flat during the Amoco Cadiz oil spill.
During the first few weeks, most of the oil lifted off the flat with each tide. However, after one month

some oil remained on the beach and-flat as the oil became bound with the sediment. From Gundlach
and Hayes (1978).
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FIGURE 4.16. Example of oil refloating off a fine-sand beach during the Amoco Cadiz oil spill. During ~
flood tide, all oil was lifted off the surface of the fine-sand beach and transported back into the marsh .
channel. As the tide receded, oil was redeposited on the beach face. From Gundlach and Hayes (1978).
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FIGURE 4.17. Cross-section of oil refloating off a mud-dominated tidal flat during the Amoco_Cadiz oil
spill. From Allen et al. (1978). LT = low-tide level: HT = high-tide level: HHT = high high-tide level.
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MI =~ Yo e-Kft (4.1)
where Mi = mass of oil in beach segment i.
'Mio = mass of oil originally deposited on the beach. |
Kf = removal rate constant based on exponential decay to characterize
oil loss rate.'for each beach type.
t = time in days since original deposition.

Rate constants for all éhoreline types are présented in Table 4.4 and Figure
4.18. In each case, a range of values are given to reflect some of the variability in
oil deposition on coasts and yet maintain a specific internal relationship. As indicated.
oil on gravel beaches is harder to remove than from sand beaches due to the greater
difficulty in moving gravel-sized sediment. Sand and gravel beach types and eroding
peat scarps are further.divided by wave energy (<1 m or >1 m waves) to indicate
that oil removal greatly increases with higher waves (e.g.. four times more rapid on
sand beaches). Sand and gravel beach types are also differentiated into beach face
and backbeach compartments to indicate that removal from the backshore is slower
than from the beach face. Marshes. by far, show the slowest oil removal rate while
tidal flats and exposed rocky shores show the highest rates.

Of all the beach types indicated in Tabfe 4.4 and Figure 4.18, only eroding peat
scarps are without supporting evidence (since no published spill reports include this
beach type). It is felt that duﬁng oil deposition, oil may bind with the organic peat
material, thereby, greatly inhibiting its removal. Under calm or low wave conditions,
this oil is likely to remain adsorbed onto the peat so removal rates are relatively low
(i.e.. equal to those of a gravel beach. but not as low -as a marsh). Under h-i.gher
waves, defined as having wave heights greater than 1 m, oil removal is quite rapid
since the entire scarp is Iikely to experience erosion under these conditions. Therefore,
removal was set as greater than for sand beaches.. but.not as rapid as for tidal flats.

Upon field studies during a "s,pill—of—opportunity." these rates can be better refined.
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TABLE 4.4 Preliminary daily oil removal rates as a function of shoreline type and wave energy. K
values reflect the amount of oil remaining within that particular segment of shoreline via application o
Equation 4.1.

Percent Percent
Shoreline Type Characteristics Removed Removed Kf Value
(1 day) (5 days)
Rocky Shores
*Exposed -Most oil readily lifts off
uniform and wetted surface 60-63 99-99.3 0.90-0.99
*Sheltered -Long-term persistence due to reduced
wave energy and rugged substrate 5-10 5-22 0.01-0.05
Eroding Peat Scarps -Basically erosional but oil may adhere
to sabstrate
-Under low wave (<1 m) activity 10-18 49-63 0.10-0.20
-Under high wave (>1 m) activity 50-55 97-98 0.70-0.80
Sand Beaches -Mostly surface oiling. but some oil/sand
. adherence -and mixing, particularly with
coarse-sand beaches
-Generally easy oil removal from beach face,
but longer cil persistence along backshore
-Under low wave (<1 m) activity:
Beach face 18-26 63-78 0.20-0.30
Backshore 10-18 40-53 0.10-0.15
-Under high wave (>1 m) activity 40-45 92-95 0.50-0.60
Gravel Beaches -Mostly surface oil on the beach face. but
deep penetration and longer persistence
along the backshore
-Under low wave (<1 m) activity:
Beach face 10-18 40-63 0.10-0.20
Backshore 5-10 22-40 0.05-0.10
-Under high wave {>1 m]) activity 33-40 86-92 0.40-0.50
Tidal Flats -Most oil lifts off of wetted tidal flats 60-63 99-99.3 0.90-0.99

Marshes -Oil tends to adhere to the marsh vegeta-
tion and soft, base sediments 0.1-1.0 0.5-5 0.001-0.01
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The BIOS project in the Canadian arctic, which followed a series of test oil
plots for several years, provides a test of the rate curves presented in Figure 4.18. In
that study. plots were positioned so that approximately 80 percent of the oiled area
was below mean high water, 20 percent above. Two adjacent plots along an exposed
mixed-sand and gravel coast were rapidly altered by wave-induced erosion, removing
most of the oil within two days. In the low wave-energy plots (also mixed sand and
gravel). oil was removed comparatively fast by tidal influences alone due to the high
groundwater table. A summary of mass balance for the first eight days of the study
is presented in Table 4.5. Note that between 29 and 90 percent of the oil was
removed within this time period by wave or tidal action, whether along a sheltered or
an exposed beach. Figure 4.18 compares the BIOS analysis ‘to the projected rate

curves for the model, illustrating a relatively good comparison.

TABLE 4.5 Estimated oil budget for BIOS study plots after eight days (from Woodward and Clyde
Consultants, 1981).

Percent Oil Removal

High Energy Low Energy
Weathering Process Aged Emulsified Aged . Emulsified
Atmospheric evaporation <5.0 <5.0 <5.0 <5.0
Wave action ~50.0 ~90.0 <10 <10
Tidal action ? ? ~29.0 ~90.0
Microbial decomposition <1.0 <1.0 <1.0 <1.0
(Residue) 43.0 0.27 64.0 43

As an additional test. these coefficients were applied to the Amoco Cadiz oil
spill. The test is preliminary in nature to indicate if the values can approximate the
field data and to serve as a brief method of evaluating which factors inherently
account for the greatest percentage. Data from the Amoco Cadiz (Finkelstein and
Gundlach, 1981) indicate that approximately 62,000 tons of oil were found along the
coastline between 19 March and 2 April. Of the total, 7400 tons were located within
the lle Grande marsh. A second survey, undertaken roughly 30 days later between 20-
28 April, indicated that the shoreline quantity was reduced 85 percent to 9.200 tons of

which 2760 tons remained in lle Grande marsh.
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The shoreline affected by Amoco Cadiz consists of exposed and sheltered rocky
shores, sand and gravel beach types, ‘vario.us tidal flats, and marshes. The extent of
oiling and shoreline composition is presented in Table 4.6 (from D’'Ozouville et al.,
1981). The lle Grande marsh was the major vegetated area to be oiled. Since it -
was subjected to such an extensive cleanup operatidn, it is not directly considered in

this analysis.

TABLE 4.6 Extent of contaminated shoreline, Amoco Cadiz, April 1978. [Modified from D’Ozouville et
al,, 1981.] *Estimated to consist of 60 percent gravel and 40 percent sand beach types for calculation in
Table 4.7.

~

Length of Percent Heav Light to
. g o Coast 'y Medium Clean
Shoreline Type Coastline With Pollution Nuti
: (km) ithout (km) Pollution (km)
Marshes (km)
HIGH ENERGY ZONE
Rocky shores and eroding platforms 70 25 50 20
Fine-sand, gravel, and cobbles 60 22¢ 35 25 0
‘LOW ENERGY ZONE _
Rocky shores and eroding platforms 68 25 34 28 6
Fine sand, gravel, and cobbles 75 27* 37 33
Tidal flats and marshes ) 90 -- 20 47 23
TOTAL 363 99 176 - 153 34

Additional suppositions aré that 20 percent of the incoming oil was deposited on
sand and gravel beach types above the normal swash zone (based on .the stbrm surge
evidenced in mid-March, and that only swashes (waves <1 m) again reached the area |
and only for 25 percent of the time {based on the large tidal range. the need for
spring tides, and the lack of other storm activity).. Oil deposited abové the normal
high-tide swash primarily represents buried oil. |

Table 4.7 contains summary results of this analysis. Basically there is good
agreement with the observed data from the spill site. Most of the remaining oil was
located within the sheltered, rock-dominated areas particularly adjacent to tidal flats,

and along the upper beach (backshoré surface and buried). Influences to the variation
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between the actual and calculated values are attributable to such factors as the
estimated amount and timing of oil along the backbeach, impacts from previously
removed oil (over 50.000 tons was naturally removed from the beaches between the

two study periods), and to cleanup operations.

TABLE 4.7 Comparison between calculated and observed oil remaining onshore at the Amoco Cadiz oil-
spill site between 19 March-2 April and 20-28 April {assumed to be 30 days) (Finkelstein and Gundlach,
1981). The backbeach areas are assumed to be exposed to swashes (<1 m waves) for 25 percent of

the total time. Kf values relate to Equation 4.1. [*Reduced almost entirely by cleanup operations.]

o .
Shoreline Type % Initial Final Tons
*Characteristics of Kf Days Tons
Coast Minimum Maximum
Rocky
*Exposed 25 0.9-0.99 30 13,650 0 0
*Sheltered 25 0.01-0.05 30 13,650 3,046 10,112
Sand
*Beach face 16 0.20-0.30 30 8,736 1 22
*Backshore 4 0.1-0.2 7 2,184 764 1,085
Gravel
*Beach Face 24 0.1-0.2 30 13,104 32 652
*Backshore 6 0.05-0.1 7 3,276 1,627 2,308
SUBTOTAL 54.600 5.470 14,179
Marshes* 7.400 2,760 2,760
TOTAL 62.000 16,939 8,230

Final Tons: *Calculated 8.230-16,939
*QObserved 9,200
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5.0 COMPARATIVE ANALYSIS
OF POSSIBLE SMEAR MODEL COMPONENTS

This section describes the evaluation process for integrating surf-zone (current
and sediment transport) models and oil-spill models .into a unified _SMEAR model. As
presented in Sections 2 and 3. two candidate surf-zone and one oil-spill model have
been selected for possible linkage to comprise the SMEAR model system. The surf-
zone models under co.nsider_ation are a two-dimensional (2-D). vertically averaged.
circulation and sediment-tfan’sport model driven by wind, tide, and waves; and a
simple (SIMPLE) engineering approXimation where the longshore currents and sediment
flux are described by bulk longshore ﬂu*es. These two alternatives will be referred to
as the 2D/Bijker and 1D/Komar models, respectively. The candidate oil-spill model is
the SAl weathering model, which will be used in conjuction with the ASA oil
transport model. Thus, there are two possibleloil-spill/surf—zone mass-transport model
systems to be evaluated. Modifications to the oil spill model will be required to incor-
porate the sediment/oil interaction algorithms, since these are not currently operational

in either model.

5.1 Evaluation Criteria

The strategy for evaluating the alternative SMEAR model systems is based on
the assignment of relative weighting factors (WF) to each of the criteria described on
the following péges. "A WF of 1 specifies a low level of importance. whereas a WF of
10 specifies maximum signif;'lca.nce Each alternative system is then analyzed individ-
~ually relative to each criterion and assigned a scaling factor (SF) between 1 and 10.
The total score for each alternative model system is then the sum of the products SF
times WF for all criteria. ‘

Individual assessment criteria are discussed below in terms .'of rationale for
assignment of WFs. These WFs have been developed as a consensus among members

of the project team.

C'riterion 1: Compatibility of submodels and efficiency of linkages between.submodels

| It is clear that I'inkage compatibil_ity and efﬁciency. are closely related. For
example, if the linkage to the sediment transport model is the Reynolds-averaged.
mean vertical turbulent energy density as a function of distance offshore, but the pro-

posed oil-spill submodel requires a vertical energy-density profile, then. some additional
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computations will be required. Although an important consideration, many incompati-
bilities of this sort can be overcome at the cost of some additional theoretical work

and computer programming. The weighting factor is 6.

Criterion 2: Ability of the model to be used for different localities

This is clearly important. Wave-climate models which are limited to flat
bottoms or waves propagating only normal to the coastline are not acceptable in gen-
eral. The model should be applicable to rocky coastlines, sand and gravel beaches.

eroding peat scarps, and tidal marsh areas. The weighting factor is 8.

Criterion 3: Ability of the model to function effectively with data that are readily and cost-effectively
obtainable

Again, this issue is of fundamental importance. A theoretical model system for
which parameter values are unobtainable will require the investment of more effort in

sensitivity analysis. The weighting factor is 8.

Criterion 4: Accuracy of model predictions of oil tranport

(Estimated probable error with respect to both the distribution in the surf-zone
water column and beach materials and longshore transport.) We consider this a key
decision criterion from the scientific standpoint, but it is unclear how well estimates of
probable errors can be made in the absence of well-focused laboratory or field studies
to provide some statistical basis. Although the WF should be maximal. it is uncertain

how best to approach scaling under this criterion. The weighting factor is 10.

Criterion 5: Flexibility of the model for interactive use in problem-solving, allowing experimental
variation of parameters o '

Any SMEAR model system, when applied to 100 km of irregular coastline with
detailed horizontal and vertical resolution and variable sediment types. beach slopes,
wave-approach angles, and oil-densities variable as functions of time and location, will
necessarily operate as a batch job on a main-frame computer. “Such model systems
may be simplified for use in an interactive mode or on a smaller machine. This is
usually necessary for verification of the code and’for cost-effective sensitivity analysis.
An alternate, of course. is to use a much simpler algorithm initially to approximate

the process.
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For the SMEAR. model system, the interactive version will be limited to a user-
supplied range of sediment values and specified offshore bathymetry; beach slope, wave
height, period. and propagation direction; and initial oil state, amount. and offshore-to-
onshore loading (advection) rate. Each of these parameters can be independently spec-
ified by the user at the beginning of a run. At this level, the model will be on an
IBM PC and can be supplied to MMS on IBM-compatible floppy disks. The weight-

ing factor is 7.

Criterion 6: Cost-effectiveness of simulation, model flexibility, and model application

Except in extreme cases (i..e.. very complex versus very simple model system
structures), we expect to have some difficulty objectively scaling alternatives under this
criterion. On the other hand. model veracity is probably a more important considera-
tion, so a lower weighting factor makes uncertainties in the scaling-factor assignments

less critical. The weighting factor is 4.

Criterion 7: Estimated development costs of' final programming. testing, sensitivity analyses, and
documentation

These costs are expected to be similar for all proposed systems. although sensi-
tivity analysis costs will increase in proportion -to the number of model parameters to
be evaluated. Even so, the cost variation among alternatives should be relatively

small. The weighting factor is 4.

Criterion 8: Compatibility of the model with the outputs of existing MMS circulation and trajeétory
models, the oil- -weathering model developed by Payne et al. (1981), and an offshore suspended particulate
model now under development by MMS/SAIC

In brief, the trajectory model supplies the location of an oil-spill centroid as a
function of time. The SAl model simulates the weathering processes of evaporation,
dispersion, mousse formation, énd spreading to estimate the dynamic mass balance and
composition of the oil on the water surface as a function of environménta‘ parameters.
Although the work by Payne et al. {1981) adaresses suspended particulate matter
(SPM) interactions with. hydrocarbons, the SAl model (Kirstein et al.. 1983) appears
to neglect this process. Eventual linkage is presently under development. Thus, these
three models together will .supply‘ the following inputs to the SMEAR model for any
specific spill scenario: |

1) Advection, loading, or arrival rate of oil at the surf zone as a’ function
of time and location. '
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2) Weathered state of each arriving increment of oil. depending on its
travel history.
The weathered state is reflected in the changing composition of the oil, characterized

by pseudocomponents or boiling point/density cuts. This is the same approach as
that used in the ASA three-dimensional oil-spill model (Reed et al., 1980: Spaulding et
al., 1982a). We thus appreciate the advantages and limitations of this approach and
expect this to be the only potential source of compatibility problems under this
criterion. Compatibility would appear to be a major issue for MMS program success.
The Weighting factor is 10.

Oceanographic input data sets of the system include hydrodynamics. wind fields,
air and- sea temperatures, and sea state. These are assumed to be preprocessed from
raw data or other models and stored on magnetic disk for retrieval as needed. Since
each oil-spill fates model requires these inputs, they will not be included in our eval-
uation process.

The oil-spill model will have to include spreading and weathering, and partic-
ularly interaction with sediments, as well as surface trajectory capabilities. Minimum
quantitative and graphical outputs must include spatial surface and subsurface distri-
butions, weathered state of individual oil slicks. and oil deposited on the beach and

backshore areas as a function of time.

5.2 Evaluation of Alternative Model Constructions

The comparative evaluations of alternate SMEAR model systems is based on
assessing the total score (weighting factor times scaling factor summed over all the
evaluation criterion) for each proposed pair. The ordered pairs to be evaluated include

the following:

Model System Name Score
1} SAI-2D 364
2} SAl-Simple 386

Tables 5.1 and 5.2 show the evaluation of each proposed model system for the four
alternatives. In each case. the score for individual criteria is. given as well as the
total score for the system. Comments are also presented as appropriate to amplify on
the scaling factors employed.

Within our ability to differentiate in an analysis of this type, the simple surf-
zone model coupled with the SAIl oil model outperforms the more complex surf-zone

model. A closer look at the analysis shows that while the more complex model
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scores higher in applicability and compatibility with ongoing MMS and NOAA program
efforts, these factors are not sufficient to overcome its lower scoring in data require-

ments, potential for interactive use, and development costs.

TABLE 5.1 SMEAR model scoring form SAI-2D/Bijker

Criterion ‘Weighting Scaling Score
Factor : Factor
1) Internal compatibility 6 4 24
2) Location applicability 8 9 72
3) Data requirements 8 3 24
4) Accuracy 10 9 90
5) Interactive use/microcomputer installation 7 6 42
. 6) Cost effectiveness 4 5 20
7) Development costs 4 3 12
8) Compatibility with other programs 10 8 _80
364

Comments: 1) Low because we need trajectory and weathering models to run together. oil model and surf

model of substantially different complexity.

2) Widely applicable. :

3) Severe because of complex surf-zone model.

4] Better than simple surf-zone model.

5) Not possible without substantial simplification of two-dimensional surf-zone model.

6) Moderate, increased because of commonality of approach, decreased due to interfacing of
complex surf model to simple oil model.

7) High. complex surf-zone model.

8] Good. same basic approach as in previous MMS studies.

TABLE 5.2 SMEAR model scoring form SAl-1D/Komar.

Weighting . Scaling

Criterion Factor Factor Score

1) Internal compatibility 6 5 30
2) Location applicability 8 7 56
3) Data requirements 8 8 64
4) Accuracy 10 7 70
5) Interactive use/microcomputer installation 7 8 56
6) Cost effectiveness 4 5 20
7) Development costs 4 5 20
8) Compatibility with other programs 10 8 _80
386

Comments (numbers correspond to above criteria):

5) Oil model is interactive only for weathering algorithms. )
6). Good, restricted to main-frame applications, and trajectory-weathering models not yet inte-
grated. ) i
7} Easier development than SAl-Simple.

8} Same as SAI-Simple. :

1E Low because we need both trajectqry' and weathering portions to run a simulation.

’
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6.0 SMEAR Model Development Plan

This section presents an overview of the proposed approach to developing the
SMEAR model. Figure 6.1 shows a conceptual model flow chart. At staffub; the
study area location and physical properties (bathymetry, topography. sediment size,
beach slope, and shoreline type) must be defined. The model then enters the time-
stepping loop. The first step is to access environmental data describing conditions in
the study area at the time of interest. These data include the wind and current
fields, air and water temperatures, ice cover and movement, water surface elevation,
and suspended particulate matter (SPM) in the water column. When the SMEAR
Model is used in conjunction with the offshore circulation modél. environmental
conditions will be supplied by the offshore model. Otherwise, the user must supply
mean current and wind patterns. The nearshore wave environment is then computed,
followed by the resulting: longshore flow and sediment transport rate inside the surf -
zone. " If marsh, lagoonal, or tidal flat systems are present, we must estimate the flow
into these systems, the change in water level. and the area of tidal flats exposed for
that stage of the tide. At this point in the time step, we have a description of the
circulation and sediment transport pattern in the nearshore zone.

Now spilled oil may enter the area. Oil is introduced into the study area
through one of the model boundaries (likely the offshore boundary). either at the
surface or subsurface. The oil weatheré as appropriate to its location and is either
transported at the surface or in the water column by the alongshore currents. Oil in
the water column may adsorb to SPM or be deposited to the sea floor, while oil at
the surface may be deposited on the foreshore, backshore, in a marsh, on a tidal flat,
or be transported alongshore or offshore. (It is considered that oil must pass through
the surface boundary to be deposited on the beach.) = The “"beached” or deposited oil
may be resuspended at later times by changes in sea level, either due to the tide or
storm surges. The sequence of steps outlined in Figure 6.1 is -repeated'_‘rin time to.
evolve the spill in space and. time. With onshore winds and currents, oil may accu-

mulate onshore until its holding capacity, as discussed in Section 4.4, is reached.
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INITIALIZATION

Boundaries of study area (grid system]
Shoreline types by reach:

Rocky coast (exposed or sheltered)

Sand beach

Gravel beach

Tidal flat

Marsh

Peat scarps
Topography of coastal (bottom slopes, distances)
Physical characteristics of nearshore sediments (grain size)

INCREMENT TIME |~ettmy

Wind speed direction

Ice dynamics (cover and movement]

Air and water temperature

Currents {vertical structure)

Sea-surface elevation (tidal. wind. or storm-surge forced)
Suspended particulate matter (SPM] (by particle size)
[Spatial structure defined on grid system, all data

ENVIRONMENTAL DATA

NEARSHORE WAVE ENVIRONMENT

Compute wave height at offshore boundary of study area

Refract, shoal, and break waves in nearshore

Compute breaker height, depth at breaking and surf-zone
width

Compute Iribarren Number to categorize beach type

Compute wave runup/setup

available from offshore hydrodynamic and SPM model] k

NEARSHORE CURRENTS AND SEDIMENT TRANSPORT

Compute longshore currents and sediment-transport rate for
sand and gravel beaches

Compute flows and water levels for inlet/basin systems (i.e..
marshes}

Adjust flows so continuity is satisfied

Compute beach erosion/accretion rates

SURFACE OIL FATE

Advection Emulsification

Spreading Evaporation

Dispersion {dissolved and droplets)

Beaching

Deposition and resuspension depending
on shoreline type, oil type. and
temperature

SUBSURFACE OIL FATE

: Advection (surf zone or offshore)
FUMMARIZE RESULTSJ-‘—— Interactions with SPM, adsorbed on sediment. settling/sinking

FIGURE 6.1 Cénceptual flowchart for the SMEAR model.
dynamic, ice, SPM, and oil model system.]

Bedload and suspended load transport

[*Input data from offshore wind. hydro-
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At the end of the simulation, the spatial distribution of the spilled oil is sum-
marized in terms of the mass of oil deposited in the nearshore, on the surface. or in
the water column (either in droplet or SPM associated form). These values are also
available at selected time steps of the simulation. Pooled results of a series of simu-
lations will give a probabiiistic description of oil distribution along a coastline. Twenty
to thirty distinct weather scenarios will probably be necessary to adequately reflect
interannual variability effects on the stochastic distribution of Spilled oil (e.g.. Samuels
and Lanfear, 1984).

A more detailed presentation of the approach and th‘e'particular calculations pro-

posed for each process are presented in the following sections.

6.1 Initialization

As a starting point, we have assumed that our interest in oil spill fate and.
weathering is focused on the short-term (0-90 days) behavior. This assumption is
based on the fact that.oil weathering is relatively rapid in the first few days after the
spill. and -its potential for significant environmental impact decreases as weathering
increases. Given this assumption, thé study area will typically be on the order of
250-500 km in the alongshore direction and 30-50 km in the offshore direction. The
boundaries of the study area will be located such that they follow grid lines of the
existing offshore hydrodynamic and planned SPM models (Fig. 6.2). This selection is
made in order to simplify interfacing these offshore models with the SMEAR model,
and allows us to use the hydrodynamic and SPNI models to represent the environ-
mental conditions in the nearshore area. -

The model is divided into four zones in the onshore/offshore direction: back
beach, beach, surf zone, and“"’hears'hore zone, as shown previously in Figure 1.1.
Hydrocarbons can enter the nearshore zone (gridded area in Fig. 6.2)_ either at the
surface or in the water column. The processes of dispersion and dissolution control
the flux of oil from surface slicks to the water column in both nearshore and surf
zones (see Fig. 1.1) Buoyancy of oil dr_oplets-in the nearshore zone results in a
return flux to the surface slick. The model assumes that vertical turbulence in the
surf zone results in continuous mixing, overpowering buoyant effects. The processes
of settling and resuspension confrol the flux of hydrocarbons and SPM between the
water column and sediments in both nearshore and surf zones. Oil at the surface in
the surf zone can be deposited oh the beach or backshore. From there, it is subject

to burial (if the beach is in an accretion stage) or reflotation by subsequent tides.
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TYPICAL
HYDRODYNAMIC

L~ MODEL GRID
10x10 KM.

MODEL ——
LAND/WATER
BOUNDARY

TYPICAL

4 ~ “WAVE RAYS

ACTUAL

LAND/WATER ___|.

BOUNDARY

COASTLINE
REACH LENGTHS

—

| ,/'/
—] /1/)
TYPICAL STUDY
K 1 pd AREA
_ o 30 KM. OFFSHORE
250-500 KM.-
/ ALONGSHORE
V
~_WAVE BREAKING
OCCURS
S ——

.FIGURE 6.2. Specification of study area and its relationship to the hydrodynamic model grid.
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The shoreline is divided into seven general classes: rocky shores (sheltered
rocky and eXposed rocky), sandy beach, grével beach, peat scarp, tidal flat. and
marsh. This classification scheme allows the categorization of most coastlines in
Alaska. Coastline types will typically be specified in length or reach increments on the
order of 1-10 km. Although one hydrodynamic grid may c.ontain several reach types,
no reach may overlay two grids; this simplifies fnodel implementation.

The bathymetry of the study will be derived from the hydrodynamic model grid
system for the offshore area. In the nearshore area. detailed local maps and field
data (as appropriate) will be used to describe the nearshore topography. To limit the
amount of data necessary to describe the nearshore bathymetry, we propose a simple
depth/bottom slope system as shown in Figure 6.3. In this approach all shoreline
types can be categorized by three angles, three distances, and two depths. In most
cases, only a subset of these is needed. The offshore depth, h-o. is obtained from the
hydrodynamic model bathymetry: hence, Xo is on the order of the grid size for this
model. As an example of the use of the approach, if we wish to represent a medium
sand beach with a berm, pfs would be set to about a 5 peréent slbpe. and-pbs to 2.5
percent, while st and XI might be 100 m and 40 m. respectively. As another
example, if we wish to represent.a steep rocky coastline,” both _pfsA and pbs would be
set to large values.

For a tidal flat, lagoon, or marsh, one must specify the number of inlets and
basins and the interconnections between them along with the cross-sectional areas of
the channels and the surface area of the basins. This methodology can also be used
to accommodate stream mouths in a shore segment, in which case the above
parameters must be specified for the tidally affected portion of the stream or river.

This approach allows ehough flexibility to economically represent complex coastal
topography. For convenience in the computafions. handling of data, and accurate
representation of the nearshore features, transects will be described perpendicular to
the local shoreline in the approximate center of each hydrod.ynamic model grid. -

To characterize sediment type. a simple grain-size specification is proposed. A
mean sediment size will be used to describe the sediment for each shore segment.

The value chosen will be selected to best categorize the sediment transport behavior.
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6.2 Environmental Data

Environmental data, including stochastic wind velocities and directions for _dif;
ferent localities, ice cover and movement., currents, surface elevation, air_and water
temperatures, and SPM will be provided by the offshore hydrodyn'a'mié model system.
These. data will be provided as a function of time for each grid point within. the study
area. Secondary variables, sdch as vertical and horizontal eddy viscosities, will be
averaged over the vertical to parameterize the bulk dispersive behavior. A When being
run interactively, the model will allow the user to enter necessary environmental infor-

mation.

6.3 Nearshore Wave Environment

The wave environment is one of the key parameters in determining the near-
shore circulation dynamics. As a first step, the wave conditions along the transect
AB (Fig. 6.2, i.e., the offshore boundary of the study area) are determined by using
the shallow-water. wave-forecasting equations recommended by the U.S. Army Corps of
Engineers Shore Protection Manual (CERC. 1984):
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where g is gravity, F is the fetch length, d is mean water depth over the fetch, t is
the duration. and U is the wind stress factor. U is obtained by estimating the sur-
face ‘wind US in m/s from the offshore weather model., and then setting U = 0.71

USt3.  The position of the pack ice edge, which in some seasons and locations deter-
mines the effective fetch length, can be estimated from the ice atlas by La Belle et al.

(1983) and will vary stochastically when the model is run.

This approach is designed for use with shallow-water waves (i.e.. depth to
wave-length ratio less than one-half). For greater depths, the revised deep-water fore-
casting equations will be used.

Wind information, in terms of speed. direction, and duration, is determined di-
rectly from the offshore weather model. Water depth is obtained from the hydro-
dynamic model bathymetry.

Using a standard refraction/shoaling procedure (CERC. 1984), the wave height,
H. at-any point can be described in terms of the wave height, Ho' at the study do-

main boundary by:

n = (g ) (6.4)

where b refers to the separation of rays (Fig. 6.2) and Cg is the wave group velocity.
The subscript o refers to the reference location, in this case the offshore boundary: an
unsubscripted variable refers to any location.

As the wave progresses shoreward, it shoals and refracts as it interacts with
the bottom. When the wave height to water depth ratio reaches an approximate
value of 0.73, the wave breaks. This is shown schematically in Figure 6.2 for the
refractive behavior. Knowingﬁtﬂhe depth at breaking,_ hb' and the local slope of the
shore, pfs, we can then compute the width, Xb' and cross-sectional area of the surf
zone. _

To help quantify the various aspects of waves breaking on a plane beach. such
as breaking criterion, breaker type, number of waves in the surf zone, beach type
(dissipative versus reflective), etc., the surf similarity parameter, or Iribarren Number

(1). will be employed:
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I . ,tang v

S 7/ L (6.5)
where f = beach slope (pfs as noted in Fig. 6.3).
H = wave height.
L = deep-water wavelength.

Figure 2.1 shows these and other parameters as a function of-lr. While ‘much of this
information is qualitative in nature, it summarizes key descriptors of planar beach

systems and will undoubtedly prove useful as the SMEAR model is refined. "

6.4 Nearshore Currents and Sediment Transport
We next need to estimate the 'Iongshovre transport velocity, V. in the surf zone.
From the wide variety of formulas available, Sections 2 and 5 determined that. the
relatively simple, one-dimensional model most adeq_ua'tely fulfills the requirements of the
SMEAR system. _
This formula, however, is valid only for simple sand/gravel/exposed rocky shores
and, hence, must be restricted for use in those areas. For sheltered- areas, sheltered
rocky shores, tidal flats, and marshes, the flow is assumed to be in the onshore/off-
shore direction, depending on the stage of the tide.
To represent the flux into and out of .coastal lagoons and embayments, three
alternatives were considered:
1) A simple parametric approach first developed by Keulegan (1967).
2) A simple inlet/basin model that solves the inlet equations of-motion
and the basin continuity equation by Runge Kutta numerical technique
(Seelig et al., 1977). |

3) A hybrid model that uses Seelig’s approach for the inlet and a two
dimensional vertically averaged finite element hydrodynamicAniodel‘for
the lagoon or basin (lsaji et al.,1985).

While the parametric approach' involves only simple calculations. it is restricted
to a simple inlet-single basin system, assumes that the free surface elevation
throughout the lagoon is in phase. and ignores nonlinear dynamics that "‘fnay_ be critical
in controlling the flow through the inlet. In contrast, the hybrid .mc:i'éiel'?}’:ijn*‘readilyﬁ~

handle multibasin, multi-inlet systems. considers nonlinear dynamics :and' can address ‘a
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wide range of inlet and lagoon responses to various forcing mechanisms. Its critical
disadvantage is that the approach is computationally intensive and hence is used only
for detailed site specific investigations of inlet/lagoon systems.

The simple inlet basin model represents a compromise between the sophisticated
hybrid model and the simple parametric approach. This model requires only several
minutes of personal -computer time to run and yet can address the flows for complex
inlet basin systems. The procedure incorporates all the critical nonlinear inlet flow
dynamics and can even address basins where surface area changes as a function of
tidal range. This latter feature may be of particular importance in predicting flows
into tidal marshes and lagoons. The model is well documented and is used by the
U.S. Army Corps of Engineers for studying coastal lagoon circulation (Seelig et al..
1977).

Based on this analysis of the strengths and weaknesses of each approach. the
simple, inlet/basin model (Seelig et al., 1977) will be used to estimate the flux into
and out of coastal lagoons and embayments. This model uses a time-marching
method that simultaneously solves the area-averaged momentum equation for the inlet
or breachwdy and the continuity equation for the bay. At each time step, the
geometric and hydraulic factors describing the inlet-bay system are calculated by eval-
uating flow conditions throughout the inlet and by spatially integrating this information
to determine coefficients of the first-order differential equations. As a function of tidal
elevation (i.e., tidal flats), this technique can handle any number of interconnected
basins and channels as well as embayments with large changes in surface area. Each
channel may further be divided into subchannels to better describe the cross-stream
structure of flow within the channels.

It is normally assumed-.in this approach that the pond or marsh surface
elevations remain horizontal and that the level simply rises or falls. In the present
case, the water levels at the offshore end(s) of the channel(s) are described by the
offshore hydrodynamic model. A more detailed presentation of the inlet hydraulics
model to include governing equations, assumptions and limitations, comparison to field
data for selected inlets, and a user’s manual for the computer code are given in Seelig
et al. (1977).

Because it is well known that wave runup/setup can transport oil up the beach
face and even into the backshore area, a wave runup/setup calculation will be per-

formed. Since runup on natural beaches is too complex to treat theoretically, we will
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rely on the numerous laboratory experiments. The graphical procedure outlined in the
CERC (1984) manual will be used to make these estimates.

The wave setup, Tsetup is calculated, based on radiation stress concepts., by the

formula:
ﬂsetup = K(hb - h) + ﬂsetdown (6'6)
where hb = water depth at breaking.
h = water depth at point of interest in surf zone.
Needown = Wave setdown at the breaker location. given as:
-H, 2 k '
b b
setdown 8 | sinh 2kb b
where . kb = wave number at breaking.
Hb = wave height at breaking
_ . . . a _ 1
K = a constant, determined by: K = T T (STb2/3)

where 'fb is defined by the relation H='I?'b (h + 9., ) in the surf zone, and is

setup
frequently taken to be 0.73. the maximum theoretical value of the ratio between wave
height and water depth for a solitary wave. By calculating the surf similarity
parameter, we can determine whether setup or runup dominate for a particular section
of beach (Fig. 2.1). ' ,

For marsh, tidal flats and rocky cliff coastlines, no runup calculations will be
performed since it is hot of concern in these areas. To account for storm surges in
the study area, simulations from the offshore hydrodynamics model or a simplified
storm surge estimator (Horikawa., 1978) will be used to predict the free surface
elevation along the coast as a function of time. Calculations of the wave environment

and oiling of the coast will be made as noted with the exception that the reference

water level will be the storm surge level rather than mean sea level (MSL).

6.5 Oil Flux to Study Area
Oil entering the study area will be partitioned into three categories: surface oil
and subsurface (water ‘column) oil, free and associated with SPM. The time-

dependent oil flux across the study area offshore boundary, including its weathered
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state descriptors, will be provided by the offshore hydrodynamic, SPM, and oil models
(Fig. 1.1). The surface oil will be described by a series of spillets, each with its own
mass, radius, viscosity, density, and weathered state. The subsurface oil will be
treated as a number of particles to statistically represent the oil. The particles will be
described by a range of sizes to represent the range of oil droplet and oiled SPM
sizes and will be distributed to represent the spatial extent of the oil. Given the high
turbulence levels inside the surf zone, the subsurface oil will be assumed to be
vertically well mixed over the water column. In the nearshore area but seaward of the
surf zone, the offshore hydrodynamics model will be used to describe the vertical
structure of oil concentration. In the interactive mode, the user must define the

stratification profile.

6.6 Shoreline Oil Fate

‘The surface oil spillets will be advected by the wind and currents (longshore
inside the surf zone or nearshore outside the surf zone but inside the study area). In
the interactive version of the model the slick advection rate will be calculated as a
vector sum of the wind induced drift and the local current field. Spreading. emulsi-
fication. and evaporation will follow the Fay (1971)/Mackay et al. (1977; 1980a.b:
1982). Mackay and Leinonen (1977), and Payne et al. (1981) formulations, respectively.
Outside the surf zone, dispersion will be calculated according to Mackay’s algorithm,
while inside the surf zone this basic approach will be modified to reflect the increased
dispersion in this highly turbulent area. _

For marsh and tidal flat areas, the oil can be transported offshore-onshore
into/out of enclosed or semienclosed areas, depending on the stage of the tide and,
hence. the currents in the inlet/basin system.

We will calculate the beaching of oil due to a change in tidal height by approxi- -
mating the differential area of the foreshore/backshore exposed during one cycle. |If
the tide is outgoing. oil will be deposited according to its thickness, radius. and dis-
tance from the shore. If the tide is rising. then some fraction of the oil is resus-
pended. The amount of oil deposited on or removed from the beach depends on the
beach type. oil composition, and temperature.

Beached oil-holding capacities will be computed. The model algorithms may
have to be modified after more data become available. Default values (or empirical

observations) discussed in Section 4 will be used in conjunction with the model, as
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necessary. Under moderate to heavy oiling, the thickness of oil on the beach face
averages 18 mm on sand and 9 mm on the gravel beach type. Variability will be
reflected by probability density functions fit to the data. To estimate oiling in the
backshore, we calculate runup as described above. If the oil reaches the backshore
area for a sand beach, we assume that oil penetration of the sediment averages 5 cm
| in depth. The affected volume per unit shoreline length is then the width of the
upfush zone times the penetration depth. Oiled sediment cannot exceed 9 percent of
this vo.lume per unit length. Thig provides a maximum holding capacity for this area.
For a gravel beach type. the depth of penetration is 1.8 cm: the amount oiled remains
the same at 9 percent. Oil can be removed from this backshore area during the next
high tide, with removal rates depending on estimated Kf values (Table 4.4, Fig. 4.17).
Oil incorporation into a marsh depends on the extent of intertidally exposed
marsh since oil is deposited as fhe tide drops. Based on observations (see Section
4). the average surface oil accumulation in a marsh is approximately 3 cm, -and results
in an average holding capacity of 30 kg/m? surface area. Of the oil that is deposited
in a marsh at high tide, 0.1 to 1.0 percent is removed on the ebb.
~ Oil deposited on tidal flats is assumed not to exceed & mm in thickness.
Removal rates due to reflotation during the flood tide are assumed to be 90 to 99
percent, given that the oil generally cannot penetrate the hard-packed sediments that
comprise most tidal flat areas. As data become available, these values can be
appropriately adjusted. _
In summary, the loss of oil from the beach is calculated by assuming a simple

exponential decay relationship:

M= M et (6.8)
where Mi = mass of oil in beach segment i.
o — mass of oil originally deposited on the beach.
Kf = exponential decay constant to characterize oil loss rate for each beach
type.
t = time in days since original deposition.

Based on an analysis of the field observations (Section 4) of oil/beach inter-
action, proposed Kf values are given in Table 4.4. Kf will be computed by the model

" as a function of oil viscosity, beach type. and wave energy. The algorithm may

require revision as additional information becomes available.



112

As oil is deposited on the shoreline, weathering due to evaporation continues.
Evaporation is also assumed to weather subsurface oil at the same rate. No other
weathering processes are active, although biodegradation and photooxidation can be
added at a later date.

To Handle the numerous deposition/resuspension cycles of oil, we propose to
break the surface slick into subloté. As the-tide recedes, a sublot of a surface spillet
is deposited on the shore. Some portion of this sublot may be resuspended later (i.e..
during high tide) or remain deposited on the shore or in the marsh. As the sublots
are resuspended, they will be incorporated into existing spillets, using a mass balance
weighted by hydrocarbon cut. This procedure should minimize the computational
time/storage, but give a relatively accurate representation of the spatial and temporal
distribution of the oil.

It is recognized that some fraction of the oil that is resuspended from the beach
may not behave as clean oil. This is particularly the case when oil weathering has
proceeded to the point where tar balls are formed. Although the literature is
extremely sparse in determining the rate of tar ball formation we will attempt to quan-
tify this behavior with the best existing information. Oil that has reached this
weathered state will be treated as a separate category throughout the calculations.
Mousse rollers or logs, consisting of mousse floating in the water column or along the
bottom, is not separately modeled as yet, but is included in the total content of oil in

" the water column or on the bottom.

6.7 Fate of Oil in the Water Column

Oil in the water column is described by particles that statistically represent oil
droplets. There are generally two classes of particles--oiled SPM and free oil particles.
Since the quantity of dissolved oil is .usua||y much smaller than that in droplet form,
we will lump the dissolved and droplet oils into one category. These particles will be
advected according to the local current field (longshore currents if inside the surf zone
and hydrodynamic modeled currents outside the surf zone but within the study area)
and dispersed by a random walk diffusion procedure (Csanady, 1973). The effective
dispersion coefficients will be derived from the hydrodynamic model. Settling of the -
oiled SPM particles will be performed using a Stokes fall velocity or the results of the

SAl oil/sediment interaction study.
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The SPM oil interaction will follow the work currently in progress by Payne et
al. (personal communication) at SAl under MMS sponsorship. The oil adsorbed onto

sediment is calculated by:-

adsorbed K'S; Choa (6.9)
where K = dimensionless partition coefficient = 103,
Si = suspended particulate matter SPM concentration.
Cto!al = Cgsoved T Cuissolved T Céroplez |

Estimates of the concentration of oiled SPM and free droplets of oil can be
obtained by dividing the mass of the oiled particles or oil in eaéh grid‘_by the grid
volume. This is a relatively coarse estimate, but is probably sufficient for the analysis
at hand. '

-Through this calculation sequence, we can advect and disperse oil droplets and
oiled SPM in the nearshore zone. If the fall velocities are sufficiently large. oiled
SPM will be deposited on the sea floor and will be either transported as bedload or
buried in the bottom sediments. ) ' '

Outside the surf zone, estimates of the SPM concentration will be obtained from
the -offshore model. Inside the surf zone, suspended. sediment concentration will be
computed from' field measurements (either published or collected "during Phase |l of .
this study).

At this point..we have completed one time step in the SMEAR model simula-
tion. We anticipate a time step on the order of 3-6 hours with total simulation times
on the order of 30 days. As time is incremented, the calculation procédure is
repeated to describe the spat»iaulnand temporal distribution of oil in the nearshore area.

At selected time steps. model output will be provided to describe the spatial
distribution of spilled oil: | -

1) Oil mass, thickness, weathered state, and location (surface. buried)

within each coastal segment.

2) Location, mass, weathered state, thickness, and areal extent of each

surface spillet.

3) Concentration of oiled SPM. SPM. and droplet oil in the water col-

umn. Mass of droplet oil and oiled SPM at the sea bed. '
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In addition, complete descriptions of the wind, wave, current, and sediment-transport
rates are also provided. At the end of the simulation, an alongshore mass balance is
provided describing the distribution of oil in the major environmental compartments:
land (beach. backbeach; surface., subsurface)., water column (oil and oiled SPM), sea
bed, atmosphere, and sea surface (as per Fig. 1.1).

The model as presented above is essentially a deterministic calculation in that it
follows the fate of a specific spill through a prescribed set of environmental conditions.
To run the model in a probabilistic mode. repeated simulations of the deterministic
model will be performed. The environmental conditions and the model parameters
used to describe the oil spill transport and fate necessary as input to the model will
be selected using probability distributions appropriate to each parameter. For instance.
the wind speed and direction could be randomly selected from historical records for a
particular season. As another example, the oil content by volume of oily beach
sediments (Figure 4.12) could be selected by assuming a simple Gaussian distribution
of the values.

After multiple simulations have been performed. the results will be aggregated to’
determine the probability of a given amount of oil in each segment as a function of
time since the spill entered the SMEAR model boundaries. Note that this probability
distribution is for a given spill event. The exact number of simulations necessary to
reliably define the probability distributions is not known at this time but wil be
empirically determined once the SMEAR model is in operation. We expect that 20-30
simulations will be required to adequately reflect interannual variability in the results
(Samuels and Lanfear, 1983). The user may opt to investigate other oil-spill scenarios

by simply repeating the above calculations using the described spill characteristics.
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