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ABSTRACT
Bayesian estimation methods are used to fit an age- and sex-structured population model to available data on abundance and stage-proportions (i.e. calves/mature animals in the population) for the Bering-Chukchi-Beaufort Seas stock of bowhead whales (Balaena mysticetus). The analyses consider three alternative population modelling approaches: (1) modelling the entire population trajectory from 1848, using the ‘backwards’ method where the trajectory is back-calculated based on assigning a prior distribution to recent abundance; (2) modelling only the recent population trajectory, using the ‘forwards from recent abundance’ method, where the population is projected forwards from a recent year and the abundance in that year is not assumed to be at carrying capacity; and (3) a version of (2) that ignores density-dependence. The ‘backwards’ method leads to more precise estimates of depletion level. In contrast, the ‘forwards from recent abundance’ method provides an alternative way of calculating catch-related quantities without having to assume that the catch record is known exactly from 1848 to the present, or having to assume that carrying capacity has not changed since 1848. Not only are all three models able to fit the abundance data well, but each is also able to remain consistent with available estimates of adult survival and age of sexual maturity. Sensitivity to the stage-proportion data and the prior distributions for the life history parameters indicates that use of the 1985 stage-proportion data has the greatest effect on the results, and that those data are less consistent with data on trends in abundance and age of sexual maturity. The analyses indicate that the population has approximately doubled in size since 1978, and the ‘backwards’ analyses suggest that the population may be approaching carrying capacity, although there is no obvious sign in the data that the population growth rate has slowed. Bayes factors are calculated to compare model fits to the data. However, there is no evidence for selecting one model over another, and furthermore, the models considered in this study result in different posterior distributions for quantities of interest to management. Posterior model probabilities are therefore calculated and used as weights to construct Bayesian model-averaged posterior distributions for outputs shared among models to take this ambiguity into account. This study represents the first attempt to explicitly quantify model uncertainty when conducting a stock assessment of bowhead whales.
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INTRODUCTION
Bowhead whales (Balaena mysticetus) have been caught by Alaskan Eskimos in an aboriginal fishery for hundreds of years or more and active whaling started along the arctic coast around 1,800-1,700 years before present (Braham, 1989; Dinesman and Savinetsky, 2003). A commercial fishery began takes from the Bering-Chukchi-Beaufort Seas (B-C-B) stock of bowhead whales in 1848, and the population is thought to have been severely depleted by the substantial commercial catches that occurred during the 1800s (Bockstoce and Botkin, 1983; Breiwick and Braham, 1990; Breiwick et al., 1984). Although the commercial fishery almost completely collapsed early in the 1900s, aboriginal catches of B-C-B bowhead whales continue (e.g. Braham, 1995; George et al., 1988; Suydam and George, 2004).

Most of the B-C-B bowhead whale stock migrates seasonally along the north slope of Alaska between wintering areas in the Bering Sea and summer feeding areas in the Beaufort Sea. Surveys have been conducted during the spring migration past Point Barrow during eleven years since 1978, to estimate the abundance and trends of this population (George et al., 2004). The ice-based counts have resulted in abundance estimates substantiated by estimates using mark-recaptures of individually identifiable whales in aerial photographs (da Silva et al., 2000). These abundance estimates have served as the primary basis for assessments of the status of and management advice for the B-C-B bowhead whale stock by the Scientific Committee of the International Whaling Commission (IWC).

Given a history of catches, it was possible to conduct an initial assessment of the status of the population once the first abundance estimate was made in 1978. This assessment suggested that the population had experienced some recovery since its depletion in the 1800s, but that it was still below its carrying capacity (Breiwick et al., 1984). Breiwick and Braham (1990) noted that estimates of carrying capacity and depletion level are sensitive to the current estimated population size. However, it is now possible to make more precise estimates of these quantities (conditional on the accuracy of the catch data and population dynamics model) because the number and precision of the abundance estimates has increased substantially.

Givens et al. (1993) and Raftery et al. (1995) introduced Bayesian methods (e.g. Press, 1989) to the assessment of bowhead whales. These methods can make use of multiple sources of data and fully characterise uncertainty. Bayesian assessments of the B-C-B bowhead whale stock (e.g. Givens et al., 1995) using the BALEEN II model (de la Mare, 1989) have consequently been used extensively by the IWC Scientific Committee (Punt, 1999b). Although there was general agreement that using multiple sources of data in assessments was desirable, considerable debate ensued in the IWC Scientific Committee regarding the details of the statistical methods to be used in bowhead whale...
assessments (e.g. Butterworth and Punt, 1995; Poole and Givens, 2001; Poole et al., 1999; Punt and Butterworth, 1999; 2000; Schweder and Janell, 2000). One troublesome outcome of the results in the standard ‘forwards from K’ assessment (i.e. projecting the population dynamics model forwards from a prior distribution for the population size in 1848, which is assumed to be carrying capacity) was that the observed rate of increase of the population (ROI) differed substantially from the resulting posterior distribution for the ROI, even though the data on ROI were the main data source used in the analysis (e.g. Punt and Butterworth, 1999; Raftery and Poole, 1997). This and other related issues were determined to be due in part to a methodological issue associated with the forwards method and the specification of prior distributions. It was also determined that these issues could essentially be resolved by the use of the ‘backwards’ method, in which no prior is specified for the population size in 1848; instead, a prior distribution is specified for abundance in a recent year, and the population level in 1848 (assumed to be carrying capacity) is then back-calculated from that recent abundance (Butterworth and Punt, 1995; Poole and Raftery, 1998; Punt and Butterworth, 1999).

An important assumption made in bowhead whale assessments is that the catch history is known without error. It has been found that the catch record going back to 1842 for the eastern North Pacific stock of gray whales cannot be reconciled with the population’s current dynamics (Punt and Butterworth, 2002), without assumptions that the catch record has been substantially under-estimated and/or that carrying capacity has changed since the mid 1800s. While it appears from past assessments that the bowhead whale catch record can be reconciled with the current dynamics, it is still appropriate to investigate an alternative assessment that does not make use of the historical catch record. This can be achieved using the method developed by Wade (2002a) for gray whales, where a model is projected forwards from a prior distribution for abundance in a recent year, with a separate prior distribution specified for carrying capacity. Such an assessment does not use the historic catch record prior to 1978, and does not need to assume that carrying capacity has remained constant since the mid 1800s; therefore, it should be robust to problems with these assumptions.

The 1998 assessment of the B-C-B bowhead whale stock (IWC, 1999; Punt, 1999a) used ‘backwards’ Bayesian estimation based on the BALEEN II model, and the then-available abundance estimates and the data on the proportion of calves and mature animals in the population during 1985-94 (the ‘stage-proportion’ data). New information available for this stock since the 1998 assessment includes: (1) a mark-recapture estimate of adult survival from aerial photographs (Zeh et al., 2002); (2) an estimated age at sexual maturity and an estimate of maximum age (George et al., 1999); (3) a recalculation of the stage-proportion data (Koski et al., 2004); and (4) an estimate of abundance for 2001 (George et al., 2004).

This paper examines the sensitivity of the results of the B-C-B bowhead whale assessment to modelling: (1) the entire population trajectory from 1848 (using the ‘backwards’ method); and (2) only the recent period (where the population is projected forwards from a recent year, and the abundance in that year is not assumed to be at carrying capacity). A third set of analyses is conducted using a Leslie matrix with no density-dependence. The population model used in this assessment is the density-dependent Leslie matrix model (Leslie, 1945; 1948) developed by Breiwick et al. (1984) except that reproduction and natural mortality are assumed to occur before removal by catches. When parameterised in equivalent ways, the results of the BALEEN II model and this Leslie matrix model are almost identical (Punt and Butterworth, 2002; Wade, 2002a).

This paper also examines the sensitivity of the model outputs to the sources of data included in the assessment and the specifications for the prior distributions. Scenarios are specified to investigate the sensitivity of the results to data-based informative vs. uniform (less informative) prior distributions, as well as to how the stage-proportion data are constructed. The stage-proportion data are excluded altogether in some analyses, and varied in others based on whether the aerial photographic survey data from 1985¹ are included in their calculation or not. Within a scenario, identical prior distributions are assumed for the life-history parameters and matching data-sets are used in the likelihood function for each of the three modelling approaches to enable comparisons to be made among them.

Model uncertainty is accounted for within a Bayesian framework, and Bayes factors (Kass and Raftery, 1995) are calculated to quantify the evidence provided by the data in favour of the different modelling approaches. For the ‘reference scenarios’ there is no evidence for selecting one model over another, but there are important differences in the estimates of quantities that would be of interest to management. Therefore, we follow the philosophy outlined by a number of authors (e.g. Buckland et al., 1997; Durban et al., 2005; Hoeting et al., 1999; Kass and Raftery, 1995; Patterson, 1999; Raftery et al., 2005) and present quantities of interest as Bayesian model averages; weighting the output of contending models based upon their relative likelihoods, as opposed to selecting between them.

METHODS

Available data

The population dynamics models were fitted to three sources of data: (1) abundance estimates from ice-based surveys at Point Barrow, Alaska between 1978 and 2001 (Table 1); (2) proportion calves/mature animals in the population from 1985 to 1994 (Table 2); and (3) annual catches in individuals from 1848 to 2002 (Table 3).

All of these sources of data were used in the 1998 assessment but have been updated since. The first ice-based survey since 1993 was conducted in 2001 and has provided an abundance estimate for that year of 10,545 with a coefficient of variation of 0.128 (updated from George et al., 2004 by Zeh and Punt, 2005). The catch data have been updated with the post-1998 catches and revisions to the catches for 1994-96. Two additional years of aerial photographic data have been analysed since the previous assessment and the stage-proportion data have been recalculated (Angliss et al., 1995; Koski et al., 2004).

Additional information available for this stock since the 1998 assessment includes a mark-recapture estimate of survival (Zeh et al., 2002) and a recent estimate of age of sexual maturity and the maximum age (George et al., 1999). This information was included in the analyses of this paper as data-based informative priors (see the section on Model parameters and prior distributions).

¹ 1985 appears to have been an anomalously late migration year; the aerial survey in 1985 is believed to have ended too early to have sampled the tail-end of the migration, typically when most cow/calf pairs are in the study area (Koski et al., 2004).
Population dynamics model

The underlying population model is a simplified age- and sex-structured Leslie matrix (Leslie, 1945; 1948) projected as:

\[ n_{t+1} = (A_t n_t) - h_t \]  

where:

- \( n_t \) is vector of population size in each age class at the start of year \( t \) (defined when calving and natural mortality occur);
- \( A_t \) is the Leslie matrix for year \( t \);
- \( h_t \) is the vector of age-specific catches during year \( t \).

The catches and birth rates are assumed to be equal for both males and females (i.e. the vectors above are divided equally by sex). The parameters that define the entries of the Leslie matrix are: (1) \( S_{juv} \), the survival rate of immature whales (assumed identical for calves and juveniles); (2) \( a_T \), the last age with survival rate \( S_{juv} \); (3) \( S_a \), the survival rate of mature whales; (4) \( a_m \), the age at sexual maturity (the last age class with zero fecundity); (5) \( f_{max} \), the maximum fecundity rate; and (6) \( a_{max} \), the maximum age, after which survival becomes zero. Fecundity is assumed identical for all mature animals, and is calculated as the number of female calves per mature female. Recruitment to the fishery is assumed to be knife-edged and to occur at age 1, and the catch is distributed uniformly over all recruited age-classes (i.e. uniform selectivity across recruited age-classes).

The projections are initialised from a stable age distribution for the population in the year prior to that with the first catch (e.g. 1977 or 1847) based on the values for the parameters sampled from the prior. This population vector is then projected one year forward without catch, and the population vector re-scaled so that the 1+ population size in the year with the first catch equals that generated from the prior for 1+ abundance for that year.

### Table 1

The proportion of observed calves \((p_{c,\text{obs}})\) and mature \((p_{m,\text{obs}})\) animals with associated standard errors, over the years 1985-1994. Proportions are given based on including and ignoring the anomalous 1985 data set, as well as those used in the previous assessment (IWC, 1999; Koski et al., 2004).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( p_{c,\text{obs}} )</th>
<th>( \sigma_{p_c} )</th>
<th>( p_{m,\text{obs}} )</th>
<th>( \sigma_{p_m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exclude 1985</td>
<td>0.0580</td>
<td>0.0062</td>
<td>0.4366</td>
<td>0.0106</td>
</tr>
<tr>
<td>Include 1985</td>
<td>0.0309</td>
<td>0.0034</td>
<td>0.4160</td>
<td>0.0096</td>
</tr>
<tr>
<td>1998 assessment</td>
<td>0.052</td>
<td>0.0164</td>
<td>0.411</td>
<td>0.0286</td>
</tr>
</tbody>
</table>

### Table 2

Catches of B-C-B Seas bowhead whales, 1848-2002. Values in parenthesis are the catches used by Punt and Butterworth (1999) in the 1998 assessment where these catches differ from those used in the present analyses.

<table>
<thead>
<tr>
<th>Year</th>
<th>Total kill</th>
<th>Year</th>
<th>Total kill</th>
<th>Year</th>
<th>Total kill</th>
<th>Year</th>
<th>Total kill</th>
</tr>
</thead>
<tbody>
<tr>
<td>1848</td>
<td>18</td>
<td>187</td>
<td>240</td>
<td>1926</td>
<td>35</td>
<td>1965</td>
<td>14</td>
</tr>
<tr>
<td>1849</td>
<td>573</td>
<td>1888</td>
<td>160</td>
<td>1927</td>
<td>14</td>
<td>1966</td>
<td>24</td>
</tr>
<tr>
<td>1850</td>
<td>2674</td>
<td>1889</td>
<td>127</td>
<td>1928</td>
<td>30</td>
<td>1967</td>
<td>12</td>
</tr>
<tr>
<td>1851</td>
<td>898</td>
<td>1890</td>
<td>136</td>
<td>1929</td>
<td>30</td>
<td>1968</td>
<td>27</td>
</tr>
<tr>
<td>1852</td>
<td>2709</td>
<td>1891</td>
<td>284</td>
<td>1930</td>
<td>17</td>
<td>1969</td>
<td>32</td>
</tr>
<tr>
<td>1853</td>
<td>807</td>
<td>1892</td>
<td>346</td>
<td>1931</td>
<td>32</td>
<td>1970</td>
<td>48</td>
</tr>
<tr>
<td>1854</td>
<td>1664</td>
<td>1893</td>
<td>180</td>
<td>1932</td>
<td>27</td>
<td>1971</td>
<td>25</td>
</tr>
<tr>
<td>1855</td>
<td>2</td>
<td>1894</td>
<td>254</td>
<td>1933</td>
<td>21</td>
<td>1972</td>
<td>44</td>
</tr>
<tr>
<td>1856</td>
<td>0</td>
<td>1895</td>
<td>117</td>
<td>1934</td>
<td>31</td>
<td>1973</td>
<td>51</td>
</tr>
<tr>
<td>1857</td>
<td>78</td>
<td>1896</td>
<td>118</td>
<td>1935</td>
<td>15</td>
<td>1974</td>
<td>42</td>
</tr>
<tr>
<td>1858</td>
<td>461</td>
<td>1897</td>
<td>130</td>
<td>1936</td>
<td>24</td>
<td>1975</td>
<td>32</td>
</tr>
<tr>
<td>1859</td>
<td>372</td>
<td>1898</td>
<td>309</td>
<td>1937</td>
<td>53</td>
<td>1976</td>
<td>74</td>
</tr>
<tr>
<td>1860</td>
<td>221</td>
<td>1899</td>
<td>234</td>
<td>1938</td>
<td>36</td>
<td>1977</td>
<td>72</td>
</tr>
<tr>
<td>1861</td>
<td>306</td>
<td>1900</td>
<td>148</td>
<td>1939</td>
<td>19</td>
<td>1978</td>
<td>15</td>
</tr>
<tr>
<td>1862</td>
<td>157</td>
<td>1901</td>
<td>55</td>
<td>1940</td>
<td>20</td>
<td>1979</td>
<td>20</td>
</tr>
<tr>
<td>1863</td>
<td>303</td>
<td>1902</td>
<td>162</td>
<td>1941</td>
<td>38</td>
<td>1980</td>
<td>32</td>
</tr>
<tr>
<td>1864</td>
<td>434</td>
<td>1903</td>
<td>116</td>
<td>1942</td>
<td>26</td>
<td>1981</td>
<td>26</td>
</tr>
<tr>
<td>1865</td>
<td>590</td>
<td>1904</td>
<td>86</td>
<td>1943</td>
<td>14</td>
<td>1982</td>
<td>14</td>
</tr>
<tr>
<td>1866</td>
<td>554</td>
<td>1905</td>
<td>105</td>
<td>1944</td>
<td>8</td>
<td>1983</td>
<td>16</td>
</tr>
<tr>
<td>1867</td>
<td>599</td>
<td>1906</td>
<td>69</td>
<td>1945</td>
<td>23</td>
<td>1984</td>
<td>16</td>
</tr>
<tr>
<td>1868</td>
<td>516</td>
<td>1907</td>
<td>96</td>
<td>1946</td>
<td>20</td>
<td>1985</td>
<td>14</td>
</tr>
<tr>
<td>1869</td>
<td>382</td>
<td>1908</td>
<td>123</td>
<td>1947</td>
<td>21</td>
<td>1986</td>
<td>22</td>
</tr>
<tr>
<td>1870</td>
<td>637</td>
<td>1909</td>
<td>61</td>
<td>1948</td>
<td>8</td>
<td>1987</td>
<td>29</td>
</tr>
<tr>
<td>1871</td>
<td>138</td>
<td>1910</td>
<td>37</td>
<td>1949</td>
<td>11</td>
<td>1988</td>
<td>28</td>
</tr>
<tr>
<td>1872</td>
<td>200</td>
<td>1911</td>
<td>48</td>
<td>1950</td>
<td>23</td>
<td>1989</td>
<td>25</td>
</tr>
<tr>
<td>1873</td>
<td>147</td>
<td>1912</td>
<td>39</td>
<td>1951</td>
<td>23</td>
<td>1990</td>
<td>41</td>
</tr>
<tr>
<td>1874</td>
<td>95</td>
<td>1913</td>
<td>23</td>
<td>1952</td>
<td>11</td>
<td>1991</td>
<td>47</td>
</tr>
<tr>
<td>1875</td>
<td>200</td>
<td>1914</td>
<td>61</td>
<td>1953</td>
<td>41</td>
<td>1992</td>
<td>46</td>
</tr>
<tr>
<td>1876</td>
<td>76</td>
<td>1915</td>
<td>23</td>
<td>1954</td>
<td>9</td>
<td>1993</td>
<td>51</td>
</tr>
<tr>
<td>1877</td>
<td>270</td>
<td>1916</td>
<td>23</td>
<td>1955</td>
<td>36</td>
<td>1994</td>
<td>39 (38)</td>
</tr>
<tr>
<td>1878</td>
<td>80</td>
<td>1917</td>
<td>35</td>
<td>1956</td>
<td>11</td>
<td>1995</td>
<td>56 (57)</td>
</tr>
<tr>
<td>1879</td>
<td>266</td>
<td>1918</td>
<td>27</td>
<td>1957</td>
<td>5</td>
<td>1996</td>
<td>42 (45)</td>
</tr>
<tr>
<td>1880</td>
<td>480</td>
<td>1919</td>
<td>33</td>
<td>1958</td>
<td>5</td>
<td>1997</td>
<td>62</td>
</tr>
<tr>
<td>1881</td>
<td>435</td>
<td>1920</td>
<td>33</td>
<td>1959</td>
<td>2</td>
<td>1998</td>
<td>51</td>
</tr>
<tr>
<td>1882</td>
<td>242</td>
<td>1921</td>
<td>9</td>
<td>1960</td>
<td>33</td>
<td>1999</td>
<td>47</td>
</tr>
<tr>
<td>1883</td>
<td>42</td>
<td>1922</td>
<td>39</td>
<td>1961</td>
<td>17</td>
<td>2000</td>
<td>42</td>
</tr>
<tr>
<td>1884</td>
<td>160</td>
<td>1923</td>
<td>12</td>
<td>1962</td>
<td>20</td>
<td>2001</td>
<td>67</td>
</tr>
<tr>
<td>1885</td>
<td>377</td>
<td>1924</td>
<td>41</td>
<td>1963</td>
<td>15</td>
<td>2002</td>
<td>44</td>
</tr>
<tr>
<td>1886</td>
<td>168</td>
<td>1925</td>
<td>53</td>
<td>1964</td>
<td>24</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Density dependence is assumed to affect fecundity according to:

$$f_t = f_0 + (f_{\text{max}} - f_0) \left[ 1 - \left( \frac{N_{1+} t}{K_{1+}} \right) \right]$$  \hspace{1cm} (2)

where:

- $f_t$ is the fecundity during year $t$;
- $f_{\text{max}}$ is the maximum fecundity (in the limit of zero population size);
- $N_{1+}$ is the 1+ population size at the start of year $t$;
- $K_{1+}$ is the pre-exploitation 1+ population size;
- $z$ is the shape parameter;
- $f_0$ is the fecundity at carrying capacity.

Given values of life-history parameters in the model, the value for $f_0$ is determined from the characteristic equation of the Leslie matrix given equilibrium conditions:

$$f_0 = \frac{1 - S_{0}}{S_{\text{juven}}(\alpha_{1}) - S_{\text{juven}}(\alpha_{-1})} \left[ 1 - S_{0}(a_{\text{pu}} - a_{\text{ps}}) \right]$$  \hspace{1cm} (3)

Model parameters and prior distributions

Table 4 lists the parameters and their priors used in three ‘reference’ scenarios. The population trajectory is modelled in three ways: (1) a density-dependent model initialised in 1848 (abbreviated: ‘1848 DD’); (2) a density-independent model initialised in 1978 (‘1978 DD’); and (3) a density-independent model initialised in 1978 (‘1978 NON DD’). The six life-history parameters of the Leslie model are included in each of three models, but the remaining parameters differ among models. The ‘1848 DD’ model includes a parameter for the population size in 1993, $N_{1993}$, and one for the maximum sustainable yield level, MSYL$_{1+}$. The ‘1978 DD’ model also includes the parameter MSYL$_{1+}$ but instead of placing a prior on $N_{1993}$ places one on $N_{1978}$. This model also includes an additional (explicit) prior on the carrying capacity, $K_{1+}$. The ‘1978 NON DD’ model includes priors on $N_{1978}$ and the maximum population growth rate in the absence of density dependence, $r$. For this model, fecundity and population growth rates apply only to the specified period, and where the distinction is appropriate, they are referred to as $f$ and $r$. However, when methods are consistent across models, these rates are referred to as $f_{\text{max}}$ and $r_{\text{max}}$ for the sake of simplicity.

‘Data-based’ prior distributions are assigned to adult survival rate and the age at sexual maturity, and the maximum age of the Leslie matrix is determined from the results of recent research on ageing. The informative prior for $S_0$ (Table 4) approximates the Bayesian posterior calculated for this parameter based on a mark-recapture analysis of photo-identification data (Zeh et al., 2002). Information on age-at-maturity is taken from a study by George et al. (1999) that estimated ages of caught animals based on the chemistry of eye lenses. Those authors fitted a growth curve to these ages from known lengths and combined this relationship with previous data on length at sexual maturity to provide an estimate of the age-at-maturity. The ageing results also estimated some animals were older than the previously accepted maximum age, and this result is supported by the recent recovery of traditional whaling tools in five whales (reported in the same study). The maximum age in the Leslie matrix is therefore set to 200 to reflect this information.

Punt and Butterworth (1999) noted that due to the functional relationships among the life-history parameters in an age-structured population model, placing a prior on $S_{\text{juven}}$ would be an instance of Borel’s Paradox (i.e. effectively placing two priors on the same parameter); instead the value of $S_{\text{juven}}$ is solved for analytically in this study by rearranging the characteristic equation of the Leslie matrix given the values for the remaining five parameters and $\lambda$, the dominant eigenvalue of the Leslie matrix (i.e. $r_{\text{max}} + 1$) (Breiwick et al., 1984):

$$S_{\text{juven}} = \left[ \frac{S_{0}^{\alpha_{-1}} - S_{0}^{\alpha_{1}}}{S_{0}^{\alpha_{1}} f_{\text{max}}} \right] \left( 1 - S_{0} \left( a_{\text{pu}} - a_{\text{ps}} \right) \right)$$  \hspace{1cm} (4)

The value for $S_{\text{juven}}$ is forced to be less than that of $S_0$ if necessary, values for $f_{\text{max}}$ and $S_0$ are re-sampled (see below), until this condition is met, or 1,000 re-samples occur. If this maximum is reached, a new value for $r_{\text{max}}$ is re-sampled, and the process repeated until an acceptable sample from the prior occurs.

The priors for the remaining life history parameters are also based on available information. The prior distribution for $f_{\text{max}}$ is based on an assumed range of a 2.5- to 4-year calving interval for large baleen whales (IWC, 1998). Note that $f_{\text{max}}$ is specified in the standard Leslie matrix formulation as female calves per female per year (i.e. a fecundity rate of 0.125 implies a female calving interval of 8 years, and therefore a total calving interval of 4 years, assuming an equal sex ratio of calves). The age of transition from immature to adult survival is assigned a discrete uniform prior over the interval 1 to 9 years.

Output quantities

Posterior distributions are calculated for several output quantities that are functions of the parameters in Table 4. The maximum sustainable yield rate (MSYR$_{1+}$) is calculated as $\lambda - 1$ based on the $f_0$ value associated with MSYL$_{1+}$. Maximum sustainable yield (MSYL$_{1+}$) is calculated as the product, $\text{MSYR}_{1+} \cdot \text{MSYL}_{1+} \cdot K_{1+}$. Current replacement yield ($RY_{1+}$) is calculated as the difference between the number of 1+ animals in 2002 (prior to the removal of catches in that year) and the number of such animals at the end of 2001. The quantity $Q_{1+}$, designed to meet the intent of aboriginal whaling management objectives (Wade and Givens, 1997), is also calculated. This quantity has the property that the proportion of net production allocated to recovery increases at higher levels of stock depletions$^2$. Specifically:

$$Q_{1+} = \min \left( \text{MSYR}_{1+} \cdot N_{1+}^{1993}, 0.9 \text{MSYR}_{1+} \right)$$  \hspace{1cm} (5)

The post-model-pre-data distribution is reported for the parameters. This distribution arises after conditioning the specified priors on the model (i.e. by eliminating combinations of parameters for which the juvenile survival rate implied by equation (4) exceeds the adult survival rate drawn from the joint prior distribution). Likewise, post-model-pre-data distributions for output quantities are calculated as the distributions for these quantities in the sampled joint prior space.

Parameter estimation

The Sampling-Importance-Resample (SIR) algorithm (Rubin, 1988; Smith and Gelfand, 1992; Wade, 2002a) is used to generate samples of parameter vectors (and output quantities of interest) from the posterior distribution. This

$^2$ This definition applies to a population above some minimum level, $P_{\text{max}}$ (assumed here to be 0.1$K_{1+}$), below which catches are set to zero.
algorithm involves randomly sampling a large number of parameter vectors \( \theta_i \) (draws) from the prior distribution. A population trajectory is then calculated for each vector of parameter values, and this trajectory is used to determine the likelihood of the data for each random draw. 10,000 draws (which form the numerical representation of the posterior distribution) are then selected by sampling (with replacement) from the initial samples from the prior, with probability proportional to the likelihood. Following Punt and Butterworth (1999) and Raftery et al. (1995), the SIR algorithm is considered to have converged if the number of unique parameter vectors in the sample from the posterior is fairly high (>5,000) and if the most frequently re-sampled parameter vector did not occur in the posterior sample more than ten times.

The total negative log-likelihood of a model trajectory, given a vector of parameters and the data, consists of contributions from four data sources: (1) the estimate of abundance for 1993; (2) the estimates of abundance for the remaining years; (3) the proportion of calves in the population; and (4) the proportion of mature animals in the population. The abundance estimates are assumed to be indices of the 1+ component of the population. The scientific surveys at Point Barrow are assumed to have occurred after the aboriginal catch, and the likelihood function is calculated accordingly (i.e. catches are removed before calculating the likelihood of the data for a given year). Model-predicted proportions are calculated over the period 1985 to 1994, as the actual stage proportions are based on data for these years.

The estimate of abundance for 1993 is assumed to be independent of the remaining estimates (Punt and Butterworth, 1999) and to have normally as opposed to log-normally distributed sampling error. The contribution of the abundance estimates to the log-likelihood function (ignoring constants independent of model parameters):

\[
L_1 = \frac{1}{2\sigma_{p_c}^2} \left( p_{c} - p_{c}^{obs} \right)^2
\]

\[
L_2 = \frac{1}{2\sigma_{p_m}^2} \left( p_{m} - p_{m}^{obs} \right)^2
\]

where:
- \( p_{c}^{obs} \) is the observed fraction of the population that consisted of calves between 1985 and 1994; 
- \( p_{c} \) is the standard deviation of \( p_{c}^{obs} \); 
- \( \sigma_{p_{c}} \) is the standard deviation of \( p_{c}^{obs} \); 
- \( \sigma_{p_{m}} \) is the standard deviation of \( p_{m}^{obs} \). 

The estimates of abundance (Table 1) are based on combining the data from visual counts at Point Barrow, Alaska, and estimates of the proportion of animals which passed within visual range based on acoustic data. Eqn. 6 accounts for the correlation among the non-1993 estimates of abundance that arises because the proportion within visual range is treated as a random effect when constructing the estimates of abundance (Zeh and Punt, 2005).

The contribution of the proportion data to the likelihood function follows Punt (2006), i.e. given the bootstrapping approach adopted to calculate the length-frequency distributions from which the proportion data were calculated (Koski et al., 2004), it was reasonable to assume that the estimates are normally distributed (ignoring constants):
\( p_c \) is the model-estimate of the fraction of the population that consisted of calves between 1985 and 1994; 
\( p_m^{obs} \) is the observed fraction of the population that consisted of mature animals between 1985 and 1994; 
\( \sigma_{pw} \) is the standard deviation of \( p_m^{obs} \); 
\( p_m \) is the model-estimate of the fraction of the population that consisted of mature animals between 1985 and 1994.

**Model comparison**

The three models considered in this paper are compared using Bayes factors (Kass and Raftery, 1995). The Bayes factor is calculated as the probability of observing the data given one hypothesis (model) divided by the probability of observing the same data given an alternative hypothesis, i.e.:

\[
B_{12} = \frac{pr(D|H_1)}{pr(D|H_2)}
\]  
(8)

In the context of model comparison, the hypotheses represent competing models and the Bayes factor is used as the evidence provided by the data in favour of one model over another. Although Eqn. (8) has the form of a likelihood ratio, if there are unknown parameters in either of the competing models, the probability densities must be found by integrating, as opposed to maximising, over the parameter space. Therefore, for a given model, the probability of the data is:

\[
pr(D|H) = \int pr(D|H, \theta) pr(\theta|D) d\theta
\]  
(9)

This integration is based on the sample from the prior using the equation:

\[
pr(D|H) = \frac{1}{n} \sum_{i=1}^{n} pr(D|D, \theta_i)
\]  
(10)

where \( \theta_i \) is the \( i^{\text{th}} \) (of \( n \)) samples from the prior distribution.

**Model averaging**

Model uncertainty is accounted for by calculating the posterior probability of each model conditioned on the data and the priors, and then combining results across models as a weighted average of the posterior densities for a quantity of interest (Kass and Raftery, 1995). Hoeting et al. (1999) provide a convenient method of calculating the posterior probability of model \( H_k \) (where, \( k = 1, \ldots, K \) models are being considered) based on Bayes’ theorem:

\[
pr(H_k|D) = \frac{pr(D|H_k) pr(H_k)}{\sum_{i=1}^{K} pr(D|H_i) pr(H_i)}
\]  
(11)

where \( pr(H_k) \) is the prior probability that \( H_k \) is the true model and \( pr(D|H_2) \) is the estimate of the probability of the data (Eqn. (10)). All of the probabilities are conditional on the set of models being considered (Hoeting et al., 1999). For \( f_{\text{max}} \), \( r_{\text{max}} \) and quantities related to carrying capacity, only the two models incorporating density dependence could be used to derive model averages. Under the set of models considered, these posterior model probabilities were used to determine model-averaged posterior probability distributions for the model outputs, \( \theta \):

\[
pr(\theta|D) = \sum_{i=1}^{K} pr(\theta|H_i, D) pr(H_i|D)
\]  
(12)

In the context of the SIR algorithm used here, Bayesian model averaging was accomplished by selecting a number of random draws from the posterior for each model and combining them to form a model-averaged posterior. This number was determined by the posterior probability for each model. All models were considered equally probable a priori (i.e. objective ignorance regarding the true model), so the posterior probability of a given model is determined using the values from Eqn. (10) normalised to sum to one over models.

**RESULTS AND DISCUSSION**

**Fits to the data**

Fig. 1 shows the fits to the abundance estimates for three reference scenarios and the Bayesian model average. All three models provide a relatively good fit to these data, although the abundance estimate for 2001 falls well above the upper 90% credibility limit from the ‘1848 DD’ model. This occurs because the median of the posterior distribution for 1+ population size in 2002 for this model (9,496) is smaller than the posterior medians for the other two models (Fig. 2, Table 5). The abundance estimates indicate the population has been increasing steadily over 1978-2001, and the data on adult survival, age of sexual maturity, and the stage-proportion data (excluding 1985) are all relatively consistent with this increase (i.e. the inclusion of those data in the analysis does not lead to the model being unable to mimic the abundance data).

**Backwards to 1848 (density dependent model): 1848 DD**

The upper left panel of Fig. 1 shows the posterior median time-trajectory of 1+ population size along with its 90% credibility interval for the reference scenario. The population size is estimated to have declined dramatically during the 1800s, being reduced to approximately half of its pre-exploitation level within five years of the start of the commercial fishery, and 10% of this size by the early 1900s. However, the population recovered steadily thereafter. The 90% credibility interval for the post-model-pre-data distribution for \( K^{1+} \) is [8,000-30,000], with lower values favoured (Fig. 2). In contrast, the 90% credibility interval for the posterior distribution of \( K^{1+} \) is [9,000, 14,000] (Table 5) indicating that the data update the prior distribution substantially. The 2002 population size is estimated to be above 50% of \( K^{1+} \), and there is a high probability of it being above \( MSYL^{1+} \) (Fig. 3, Table 5). The posterior distribution for replacement yield in 2002 has a mode around 200, with a lower 5th percentile of 61 (Fig. 4, Table 5). In contrast, the lower 5th percentile for \( Q^{1+} \) is 99 (Fig. 4, Table 5). These two quantities differ because the current population size is estimated to be larger than \( MSYL^{1+} \), and approaching \( K^{1+} \). Therefore, density dependence has slowed population growth and \( R^{1+} \) has decreased. This is the same situation that led to the use of \( Q^{1+} \) as a more appropriate measure of sustainable catch (to achieve IWC management goals) for the eastern North Pacific stock of gray whales (Wade, 2002a).

The constraints imposed by the relationships among the life-history parameters constrained \( r_{\text{max}} \) to be less than about 0.07 (Fig. 3), although they also reduced the (prior) probability of values of \( r_{\text{max}} \) larger than 0.06. The posterior for \( r_{\text{max}} \) assigns most support to values larger than 0.03 (posterior median 0.041, Table 6). The posterior distributions for adult and immature survival favour higher
values than implied by the prior distributions for these parameters, and that for $a_m$ values lower than implied by the prior distributions (Figs 5 and 6). The post-model-pre-data distribution for fecundity favours higher values (~0.20, Fig. 6), but the posterior median is 0.171, or a calving interval of approximately three years (Table 6). The results in Figs 3, 5 and 6 show that the data are clearly capable of updating the prior distributions for the life-history parameters.

The results for this model are not particularly sensitive to changing the prior distributions for $S_a$ and $a_m$ and to ignoring the proportion data (Table 5). The most noteworthy feature of these sensitivity tests are the changes to the catch-related outputs ($R^{1+}$, $Q^{1+}$ and $MSY^{1+}$). Results are not shown in Table 5 for the case in which the 1985 stage-proportion data are included in the analyses due to computational difficulties in achieving convergence. Preliminary analyses including these data indicated, however, that they are inconsistent with what is known about bowhead whale life history and the time series of abundance estimates. This inconsistency was the cause of the inability to achieve convergence.

**Forwards from 1978 (density dependent model): 1978 DD**

The posterior for $K^{1+}$ from this analysis is much more uncertain than that from the ‘1848 DD’ analysis (Fig. 2). This is because this analysis ignores the information contained in the 1848-1977 catch record, and because the abundance estimates show no evidence for a reduction in trend (which would be expected as the population approaches carrying capacity) and, unlike the ‘1848 DD’ model, the ‘1978 DD’ model does not make the assumption that the population size in 1848 was $K^{1+}$. Therefore, although this model confirms that the population is
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**Fig. 1.** Time trajectories (medians and 90% credibility intervals) for $1+$ population size for the three reference scenarios and the Bayesian model average. The two uppermost plots are for the 1848 DD model, showing the entire trajectory from 1848, and only the recent trajectory from 1978 for comparison. Error bars represent 95% CIs, and are assumed to be log-normally distributed for all abundance estimates except 1993 (second to last), which is assumed to have a normally distributed error structure.
increasing (Fig. 1), it infers that the population is currently at a much lower fraction of its (current) carrying capacity than the ‘1848 DD’ model (Fig. 3; Table 5). The posterior for $N_{2002}^{1+}/K^{1+}$ is strongly influenced by the prior distribution assumed for $K^{1+}$ given the inability of the data to place an upper bound on $K^{1+}$. This is clearly evident from the results of the sensitivity test in which the upper limit of the prior for $K^{1+}$ is increased from 30,000 to 100,000. The results for this sensitivity test imply an increase to the median of the posterior for $K^{1+}$ of 165% and a reduction to the posterior median for $N_{2002}^{1+}/K^{1+}$ of 62% (Table 5) as the upper bound for $K^{1+}$ is increased by 233%.

Given that there is little independent information on which to base a prior distribution for $K^{1+}$, the choice of the prior for $K^{1+}$ is essentially arbitrary, and it should be recognised that this ‘forwards’ analysis consequently does not provide robust estimates of quantities related to $K^{1+}$ (such as $N_{2002}^{1+}/K^{1+}$). However, Punt and Butterworth (1999) noted that some key management-related quantities (e.g. $R_Y^{1+}$ and $Q_I^{1+}$) are relatively insensitive to the prior assumed for $K^{1+}$, so this approach still has some value. The implicit (post-model-pre-data) distribution for $R_Y^{1+}$ favours (is skewed towards) values less than 200 (Fig. 4). Despite this, the posterior median is 324, with a lower 5th percentile of 147 (Table 5). A similar result is evident for $Q_I^{1+}$, with low values favoured by the post-model-pre-data distribution, but higher values supported by the data (median=295, lower 5th percentile=160) (Fig. 4, Table 5). In essence, the joint prior distribution for the parameter values, conditioned on the population dynamics model, is not neutral (non-informative) with respect to these catch-related quantities, but the data are influential enough to move the posterior distribution away from the mode of the prior distribution.

The posterior distributions for $r_{max}$, $MSY^{1+}$, and the life history parameters for this model are generally similar to those for the ‘1848 DD’ model. The most noteworthy difference between the posterior distributions for the ‘1978 DD’ and ‘1848 DD’ models in Table 6 relates to the posterior median for $S_{juv}$ which is larger for the ‘1978 DD’ model. As was the case for the ‘1848 DD’ model, there is again little sensitivity to changing the priors for $S_p$ and for $a_m$, and ignoring the stage-proportion data (Tables 5 and 6). In contrast, inclusion of the 1985 survey data when calculating the stage-proportion data has a large impact on
the results. Specifically, $K^{+}$ and $MSYR^{+}$ are estimated to be lower, and $N^{+2002}/K^{+}$ higher, with the population estimated to be above $MSYL^{+}$ with almost 100% probability. $r_{\text{max}}$ is estimated to be higher (as the population is estimated to be closer to $K^{+}$ and therefore experiencing a growth rate much lower than $r_{\text{max}}$). The estimates of the catch-related quantities are considerably lower for this scenario (e.g. the posterior median and the lower 5th percentile for $RY^{+}$ are 166 and 44 respectively).

Forwards from 1978 (density independent model): 1978 NON DD

The posterior median for $RY^{+}$ for this model ranges from 310 to 414 across the scenarios (166-217 for the lower 5th percentile for $RY^{+}$). The posterior for the ‘1978 NON DD’ model is centred on lower values than those for the other two models (e.g. the posterior median and the lower 5% percentile for $RY^{+}$ are 166 and 44 respectively).

Model comparison and Bayesian model averages

Bayes factors based on pair-wise comparisons of models range from 1.10 to 1.51, and indicate that there is no evidence for selecting one model over another (Table 7). Rather, these Bayes factors imply that the best approach to summarising the state of the B-C-B bowhead whale stock is to consider all three models, e.g. through Bayesian model averaging. Average likelihoods of draws from the initial sample range from 0.522 (‘1848 DD’) to 0.789 (‘1978 NON DD’). The two models that involve forward projection from recent abundance (‘1978 DD’ and ‘1978 NON DD’) have slightly higher average likelihoods, and hence posterior model probabilities, than the model which started the population projection in 1848, although differences are not large (Table 8).
that of the posterior median for the ‘1848 DD’ model, and a long tail caused by the uncertainty associated from the ‘1978 DD’ model. The model-average posterior for $N_{2002}^{1+}/K^{1+}$ (Fig. 3) is wide, but less so than that for the ‘1978 DD’ model. The model-averaged posterior for $R_{1+}$ is slightly irregular because it consists of the combination of a bimodal posterior (for the ‘1848 DD’ model) and a symmetric posterior (for the ‘1978 DD’ model). In contrast to the model-average posterior for $R_{1+}$, that for $Q_{1+}$ is actually quite symmetric (Fig. 4, Table 5).

It is straightforward to calculate model-averaged posterior probability distributions given different prior probability distributions for the models. For example, the models based on starting the projections in 1978 could be assigned probabilities of 0.25 and that which starts the population projections in 1848, a prior probability of 0.5 to indicate, for example, that the assumption that carrying capacity has not changed over the last 150 years is equally likely as some shift in the equilibrium population size during this time. Alternatively, the models with density-dependence could be assigned prior probabilities of 0.25 each, and that which ignores density-dependence a prior probability of 0.5.

General discussion
The three models have shown good concurrence. However, use of the historic catch record leads to lower estimates of $R_{1+}$ because the analysis estimates the population to be close to carrying capacity and so the growth rate is reduced compared to that at low population size. However, there is no (visual) evidence in the abundance estimates for a reduction in trend. It therefore appears that it is the
combination of the magnitude of the historical catches and the values for the biological parameters that determines the estimate of the carrying capacity. One implication of starting the population projection in 1848 is that the model underpredicts the 2001 estimate of abundance (probably because if the population is approaching carrying capacity, a near-linear growth in population size could not still be occurring). The ‘1848 DD’ model is assigned less weight than the ‘1978 DD’ and ‘1989 NON DD’ models using Bayes factor, but the discrepancy between the predictions of the ‘1848 DD’ model and the data remains sufficiently small that the ‘1848 DD’ model cannot be rejected. It should be stressed that the results in this paper do not suggest that changes are required to the Bowhead SLA used to provide management advice on bowhead whales (e.g. IWC, 2003).

$RY^{+\infty}$ is the catch that will keep a population at its current size. This quantity is less useful as the basis for management advice for the B-C-B bowhead whale stock now that at least some of the analyses suggest the recruited population may be approaching $K^{\infty}$. Obviously $RY^{+\infty}$ will be zero if the population stops increasing because it reaches carrying capacity. $Q_1^{+\infty}$ is therefore a more appropriate catch-related quantity to examine because it does not become zero at carrying capacity. Furthermore, this quantity represents a catch level that has been argued to meet the requirements of aboriginal subsistence management (Wade, 2002b; Wade and Givens, 1997). The fact that there is no evidence to select one model over the others and not all models result in similar estimates of catch quantities is a reason why model uncertainty is important to include when conducting assessments of marine renewable resources. The lower 5th percentile of the Bayesian model-averaged posterior of $Q_1^{+\infty}$ is 155 whales, and represents our best estimate of the catch level that would meet the intent of aboriginal whaling management objectives, taking into account both parameter, and model uncertainty (to the extent that model uncertainty can be captured by the three models considered in this study). It should be noted, in light of recent discussions regarding stock structure (IWC, 2005), that the results presented here are based on the assumption that the B-C-B bowhead whales comprise a single stock.

The actual aboriginal catch quotas are driven by need, and have averaged 36 whales per year from 1978-2002. There appears to be little effect on population size due to this catch
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**Fig. 4.** Posterior (vertical bars) and post-model-pre-data (solid lines) distributions for replacement yield, $RY^{+\infty}$ (left panels) and $Q_1^{+\infty}$ (right panels). Results are shown for only two of the three reference scenarios for $Q_1^{+\infty}$, and the Bayesian model average for $Q_1^{+\infty}$ is based on the results of these two scenarios only.
level. In fact, during this timeframe the B-C-B stock of bowhead whales is estimated to have more than doubled. Another way of putting an average take of 36 whales per year into perspective is to examine the annual net production over the last 25 years. If it is assumed that the population was increasing at a constant 3.5% per year (the median rate estimated from the density independent Leslie matrix analysis), the population increased by about 175 whales per year in 1978 (population size ~5,000), about 260 whales per year in 1990 (population size ~7,500), and about 350 whales per year in 2002 (population size ~10,000). Given that the population has increased from about 5,000 whales to about 10,000 whales, in this timeframe an average kill of 36 whales per year represents an annual catch rate between 0.35-0.70% of the total population size.

What is known about B-C-B bowhead whale life-history vital rates (survival, fecundity, etc.) appears consistent with the available data on trends in abundance and the proportion of the population in three stages (calves, immature and mature). Overall, the results support a value of $r_{max}$ of between 0.03-0.05, a range often assumed for cetaceans, particularly species with delayed sexual maturity and a longer than 2-year calving interval (Reilly and Barlow, 1986; Wade, 1998; 2002a). In light of the reproductive life-history of this species, the results make clear that the observed population growth rates can only be supported by extremely high survival rates, as already suggested by the estimates of adult survival (0.990) in Zeh et al. (2002), and the observations of exceptionally old individuals (George et al., 1999).

The analyses of this paper are based on the same types of data that were available for the 1998 assessment of this stock. Several other sources of data exist. For example, Schweder and Ianelli (2000) examined whether the data on the age-composition of the 1973-93 catches are consistent with the abundance and proportion data. Punt (2006) shows that it is possible to reconcile the abundance, proportion, length-frequency and age-composition data within a Bayesian framework. It would be straightforward conceptually (but perhaps computationally challenging) to use the approach outlined in this paper to compare models that utilise these additional data sources. Bringing in those additional data, as well as doing a full model comparison of a variety of models, was beyond the scope of this paper, but we agree this would be important future work, particularly in light of the methods now developed in Punt (2006).
Fig. 6. Posterior (vertical bars) and post-model-pre-data (solid lines) distributions for the age-at-maturity, $a_m$ (left panels) and fecundity, $f_{max}$ or $f$ (right panels). Results are shown for the three reference scenarios and for the Bayesian model average, which is based only on the two models with density dependence for fecundity.

Table 6
Posterior medians (5th, 95th percentiles) for eight life history-related quantities for all models and scenarios, and the Bayesian model-averaged results for the reference scenario. For the 1978 NON DD model, fecundity and population growth rate only apply to the specified period, and are referred to here as $f$ and $r$. The model-averaged results for these rates are based only on the two models with density dependence, and refer to $f_{max}$ and $r_{max}$.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$S_i$</th>
<th>$S_{max}$</th>
<th>$r_{max}(or r)$</th>
<th>$r_{max}(or r)$</th>
<th>$a_m$</th>
<th>$a_{14}$</th>
<th>$P$</th>
<th>$P_{14}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1848 DD</td>
<td>0.989</td>
<td>0.926</td>
<td>0.171</td>
<td>0.041</td>
<td>16</td>
<td>5</td>
<td>0.055</td>
<td>0.436</td>
</tr>
<tr>
<td>Reference scenario</td>
<td>(0.977, 0.995)</td>
<td>(0.718, 0.980)</td>
<td>(0.135, 0.198)</td>
<td>(0.024, 0.059)</td>
<td>(14, 21)</td>
<td>5</td>
<td>(0.046, 0.065)</td>
<td>(0.418, 0.453)</td>
</tr>
<tr>
<td>No proportion data</td>
<td>0.991</td>
<td>0.957</td>
<td>0.181</td>
<td>0.045</td>
<td>17</td>
<td>5</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Uniform priors on $S_i$ and $a_m$</td>
<td>0.988</td>
<td>0.943</td>
<td>0.174</td>
<td>0.044</td>
<td>15</td>
<td>5</td>
<td>0.056</td>
<td>0.437</td>
</tr>
<tr>
<td>(0.972, 0.994)</td>
<td>(0.786, 0.981)</td>
<td>(0.138, 0.198)</td>
<td>(0.026, 0.059)</td>
<td>(13, 20)</td>
<td>5</td>
<td>(0.048, 0.065)</td>
<td>(0.420, 0.454)</td>
<td></td>
</tr>
<tr>
<td>1978 DD</td>
<td>0.991</td>
<td>0.945</td>
<td>0.171</td>
<td>0.045</td>
<td>16</td>
<td>5</td>
<td>0.057</td>
<td>0.435</td>
</tr>
<tr>
<td>Reference scenario</td>
<td>(0.979, 0.995)</td>
<td>(0.765, 0.988)</td>
<td>(0.133, 0.198)</td>
<td>(0.025, 0.063)</td>
<td>(13, 21)</td>
<td>5</td>
<td>(0.048, 0.066)</td>
<td>(0.418, 0.452)</td>
</tr>
<tr>
<td>No proportion data</td>
<td>0.991</td>
<td>0.957</td>
<td>0.181</td>
<td>0.045</td>
<td>17</td>
<td>5</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Include 1985 proportion data</td>
<td>0.993</td>
<td>0.981</td>
<td>0.182</td>
<td>0.049</td>
<td>20</td>
<td>5</td>
<td>0.034</td>
<td>0.424</td>
</tr>
<tr>
<td>(0.979, 0.995)</td>
<td>(0.750, 0.993)</td>
<td>(0.126, 0.199)</td>
<td>(0.027, 0.065)</td>
<td>(13, 25)</td>
<td>5</td>
<td>(0.025, 0.040)</td>
<td>(0.394, 0.663)</td>
<td></td>
</tr>
<tr>
<td>Uniform priors on $S_i$ and $a_m$</td>
<td>0.989</td>
<td>0.956</td>
<td>0.171</td>
<td>0.047</td>
<td>15</td>
<td>5</td>
<td>0.056</td>
<td>0.436</td>
</tr>
<tr>
<td>(0.974, 0.995)</td>
<td>(0.816, 0.988)</td>
<td>(0.135, 0.198)</td>
<td>(0.027, 0.064)</td>
<td>(13, 19)</td>
<td>5</td>
<td>(0.050, 0.066)</td>
<td>(0.419, 0.453)</td>
<td></td>
</tr>
<tr>
<td>U[8,000, 100,000] prior on $K$</td>
<td>0.990</td>
<td>0.940</td>
<td>0.162</td>
<td>0.042</td>
<td>16</td>
<td>5</td>
<td>0.057</td>
<td>0.435</td>
</tr>
<tr>
<td>(0.978, 0.995)</td>
<td>(0.752, 0.987)</td>
<td>(0.130, 0.197)</td>
<td>(0.025, 0.061)</td>
<td>(14, 21)</td>
<td>5</td>
<td>(0.049, 0.067)</td>
<td>(0.417, 0.453)</td>
<td></td>
</tr>
<tr>
<td>1978 NON DD</td>
<td>0.990</td>
<td>0.923</td>
<td>0.141</td>
<td>0.035</td>
<td>17</td>
<td>5</td>
<td>0.060</td>
<td>0.434</td>
</tr>
<tr>
<td>Reference scenario</td>
<td>(0.977, 0.995)</td>
<td>(0.717, 0.978)</td>
<td>(0.127, 0.163)</td>
<td>(0.022, 0.049)</td>
<td>(14, 22)</td>
<td>5</td>
<td>(0.054, 0.068)</td>
<td>(0.417, 0.450)</td>
</tr>
<tr>
<td>No proportion data</td>
<td>0.989</td>
<td>0.936</td>
<td>0.173</td>
<td>0.038</td>
<td>19</td>
<td>5</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Include 1985 proportion data</td>
<td>0.989</td>
<td>0.936</td>
<td>0.173</td>
<td>0.038</td>
<td>19</td>
<td>5</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>(0.976, 0.995)</td>
<td>(0.848, 0.985)</td>
<td>(0.132, 0.198)</td>
<td>(0.022, 0.053)</td>
<td>(14, 23)</td>
<td>5</td>
<td>(0.080, 0.084)</td>
<td>(0.414, 0.437)</td>
<td></td>
</tr>
<tr>
<td>Uniform priors on $S_i$ and $a_m$</td>
<td>0.986</td>
<td>0.943</td>
<td>0.144</td>
<td>0.038</td>
<td>15</td>
<td>5</td>
<td>0.061</td>
<td>0.435</td>
</tr>
<tr>
<td>(0.973, 0.995)</td>
<td>(0.783, 0.982)</td>
<td>(0.128, 0.166)</td>
<td>(0.023, 0.052)</td>
<td>(13, 21)</td>
<td>5</td>
<td>(0.054, 0.069)</td>
<td>(0.418, 0.452)</td>
<td></td>
</tr>
<tr>
<td>Bayesian model average</td>
<td>0.990</td>
<td>0.932</td>
<td>0.171</td>
<td>0.043</td>
<td>16</td>
<td>5</td>
<td>0.058</td>
<td>0.435</td>
</tr>
<tr>
<td>(0.978, 0.995)</td>
<td>(0.733, 0.984)</td>
<td>(0.133, 0.198)</td>
<td>(0.025, 0.062)</td>
<td>(14, 21)</td>
<td>5</td>
<td>(0.049, 0.067)</td>
<td>(0.417, 0.452)</td>
<td></td>
</tr>
</tbody>
</table>
Table 7
Bayes factors for comparison of paired models. Evidence categories are modifications of the original categories of Jeffrey's (1961), as presented by Kass and Raftery (1995) and used by Wade (2002a) in an assessment of the eastern North Pacific gray whales. >150 is decisive evidence, 12-150 is strong evidence, 3-12 is positive evidence, and 1-3 is not worth more than a bare mention. All comparisons are based on the results of the reference scenarios.

<table>
<thead>
<tr>
<th>Models</th>
<th>Bayes factor</th>
<th>Evidence for the first model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1978 DD vs 1848 DD</td>
<td>1.37</td>
<td>Not worth more than a bare mention.</td>
</tr>
<tr>
<td>1978 NON DD vs 1848 DD</td>
<td>1.51</td>
<td>“</td>
</tr>
<tr>
<td>1978 NON DD vs 1978 DD</td>
<td>1.10</td>
<td>”</td>
</tr>
</tbody>
</table>

Table 8
The average likelihood (Eqn. (10)) and posterior model probabilities used in the Bayesian model averaging. It was only possible to consider the two DD models for averaging quantities related to carrying capacity. All models were considered equally likely a priori.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average likelihood</th>
<th>Posterior model probabilities for models considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>All three</td>
<td>1848 DD and 1978 DD</td>
<td>All three</td>
</tr>
<tr>
<td>1978 DD</td>
<td>0.522</td>
<td>0.258, 0.422</td>
</tr>
<tr>
<td>1978 NON DD</td>
<td>0.715</td>
<td>0.353, 0.578</td>
</tr>
<tr>
<td>1978 NON DD</td>
<td>0.789</td>
<td>0.389, N/A</td>
</tr>
</tbody>
</table>

This study represents the first attempt to quantify model uncertainty when conducting assessments of the B-C-B bowhead whale stock. The analyses consider three alternative models and take model uncertainty into account by weighting alternative models based on their posterior model probabilities and by calculating a Bayesian model-averaged posterior. The only previous attempt to consider model uncertainty when conducting assessments of whale stocks was by Wade (2002a), who compared models for the Eastern North Pacific stock of gray whales with and without additional variance about the abundance estimates. In that case, one model received almost all the weight making model-averaging redundant. In contrast, in this study all three models were assigned non-negligible weight and this led to different estimates of quantities of interest (e.g. carrying capacity and related measures). The Bayesian model-averaged posterior distribution clearly represents our best efforts to incorporate all levels of uncertainty in the estimates of these quantities.
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